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Abstract—A receiver-oriented perspective on capacity scaling
in mobile ad hoc networks (MANETs) suggests that broadcast
and multicast may be more natural traffic models for these
systems than the random unicast pairs typically considered.
Furthermore, traffic loads for the most promising near-term
application for MANET technology – namely, networking at
the tactical edge – are largely broadcast. The development of
novel MANET approaches targeting broadcast first and foremost,
however, has not been reported. Instead, existing system designs
largely rely on fundamentally link-based, layered architectures,
which are best suited to unicast traffic.

In response to the demands of tactical edge communications,
TrellisWare Technologies, Inc. developed a MANET system based
on Barrage Relay Networks (BRNs). BRNs utilize an autonomous
cooperative communication scheme that eliminates the need for
link-level collision avoidance. The fundamental physical layer
resource in BRNs is not a link, but a portion in space and
time of a cooperative, multihop transport fabric. While initial
hardware prototypes of BRNs were being refined into products
by TrellisWare, a number of concepts similar to those that un-
derlie BRNs were reported independently in the literature. That
TrellisWare’s tactical edge MANET system design and academic
research reconsidering the standard networking approach for
MANETs arrived at similar design concepts lends credence to
the value of these emerging wireless network approaches.

I. INTRODUCTION

The past decade has seen a significant research focus on
both the theoretical capabilities of and protocol designs for
mobile ad hoc networks (MANETs). Efficient unicast data
transport has been the primary focus of this effort. The
most common formulation for capacity scaling analysis, for
example, assumes sufficient node density so as to ensure
link-level connectivity and considers the largest rate that can
be guaranteed between randomly selected source-destination
pairs. Gupta and Kumar’s seminal result [1] shows that this
rate falls quickly as the number of network nodes increases.
One consequence of this result is that protocols seeking to
maximize efficiency for randomly paired unicast traffic must
be carefully designed owing to the effective reduction in
available bandwidth with network growth. Indeed, MANET
protocol designers have sought to do just this by carefully
designing link-level medium access control (MAC) and multi-
hop routing algorithms that seek to minimize the number of
link transmissions while avoiding collisions. Another potential
consequence of Gupta and Kumar’s result is that networks
without infrastructure are inherently ill-suited to the randomly-
paired unicast traffic model. Although a simplification, this

interpretation should not come as a surprise since interference
associated with concurrent wireless transmissions must be
avoided and routing of data packets utilizes intermediate nodes
that are themselves sources and destinations.

Much of the impetus for the research activity described
above has been provided by the potential applications for
MANETs, one of the most compelling of which is communi-
cations at the tactical edge. A squadron of soldiers seeking
to maintain connectivity in a challenging RF propagation
environment (e.g., urban canyons, ships, subterranean struc-
tures, etc.) is an example of edge networking; first-responder
communications, such as remote search and rescue, is another.
This tactical MANET application assumes no supporting in-
frastructure and often no means for communicating outside of
the squadron. Since nodes are both mobile and typically in rich
scattering environments, link-level connectivity is unreliable
and the network topology is highly dynamic. The traffic
patterns and key performance metrics for tactical MANETs
also differ substantially from those typically considered for
ad hoc or sensor networks. Specifically, low-latency, network-
wide broadcast and robust connectivity are the primary re-
quirements of tactical MANET systems, while typical traffic
includes interactive push-to-talk (PTT) voice and real-time
video streaming from a small set of source nodes.

In light of the design goals for tactical MANET, it is useful
to consider the throughput and latency scaling properties of
broadcast traffic. It is described in Section II of this paper
how reinterpreting existing scaling results suggests that ad
hoc networks may be better suited for broadcast and multi-
cast than for the more commonly considered unificast traffic
models. In particular, the aggregate useful data rate received
in the network scales linearly with the number of nodes for
broadcast, which is not unexpected since all relaying nodes are
also intended recipients. Despite this apparent match to broad-
cast traffic and the important tactical MANET application,
there has been relatively little effort committed to designing
MANET systems that target broadcast first and foremost.

Section III of this paper describes the basic concepts of
Barrage Relay Networks (BRNs), which are a type of MANET
designed from the ground up for the demands of tactical
edge communications. BRNs utilize autonomous cooperative
communications to enable packets to ripple out from source
nodes rapidly and reliably through the network. Each node,
upon receiving a packet, repeats the data as part of one or



more teams of cooperative relays. In this manner, simultaneous
wireless transmissions serve to improve reliability and are
not avoided by any access control mechanism. BRNs do
not utilize a point-to-point link abstraction; rather, a segment
of the cooperative transport fabric in time and space is the
fundamental physical layer resource to be controlled. Sec-
tion III of this paper also describes access control for this
cooperative transport resource. Section IV revisits broadcast
scaling to show that BRNs scale optimally for this traffic
model. Section V describes how the efficient barrage flooding
mechanism can be contained for unicast or localized multicast
traffic via controlled barrage regions (CBRs).

BRNs were developed by TrellisWare Technologies, Inc. to
address tactical MANET applications with the first hardware
demonstrations in 2004, followed by product development.
During this same period a number of related concepts have
been described in the open literature. Section VI of this paper
summarizes this related work. In describing BRNs, the present
paper details one approach for combining these suggested
techniques in a functional tactical MANET design.

II. BROADCAST AS A FUNDAMENTAL SERVICE

A. Transmitter-Oriented Scaling

Gupta and Kumar’s [1] seminal research on capacity scal-
ing in wireless networks has spurred much interest in the
fundamental limits of such systems (cf., [2] for a recent
summary). Specifically, assuming a node density sufficiently
high to provide connectivity with an abstract physical (PHY)
layer model and a traffic model forming n random unicast
pairs in an n node network, it was shown in [1] that the
throughput obtainable by each node scales as

Θ
(

1√
n log n

)
. (1)

Wang, et al. [3] presented a framework for throughput ca-
pacity computation that unifies Gupta and Kumar’s results with
those for broadcast (e.g., [4]) and multicast (e.g., [5]) traffic
models. Summed over all source nodes, the sum throughput
capacity of m-destination multicast is

t(n, m) =
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(√
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log n

)
m = 1

Θ
(√

n
m log n

)
1 < m ≤ Θ(n/ log n),

Θ(1) m > Θ(n/ log n)

(2)

where the m = 1 case corresponds to unicast and is simply
the sum throughput version of (1).

These transmitter-oriented scaling results characterize the
rate at which data can be injected into to the network by
source nodes rather than the rate at which intended nodes
receive the data. Expressions such as (1) and (2) can be
viewed as fundamentally negative results since they state that
the transmitted data rate available for a given node decreases
rapidly with growing network size. Intuitively, it is no surprise
that unicast data rates do not scale well since nodes must
locally coordinate transmissions to avoid interference on the

wireless medium.1 Furthermore, when a node relays a packet
for which it is not an intended recipient, it cuts into the rate
available for data relevant to the relaying node. Given this
context, (1) and (2) can also be viewed as defining a challenge:
how to design access control and routing protocols that make
most efficient use of the diminishing data rate capabilities.

B. Receiver-Oriented Scaling

For broadcast traffic the intuitive reasons for poor scaling
given above do not hold – i.e., all relay nodes are also intended
destinations. To capture this effect it is useful to reinterpret the
transmitter-oriented scaling results in terms of the total amount
of data delivered to the intended destination nodes. For the
randomly paired unicast traffic model, this is the same as the
aggregate transmitted rate given in (2). For the m-destination
multicast case, however, (2) implies

r(n, m) =
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where r(n, m) is the aggregate received data rate when n
sources each transmit to m randomly chosen destinations.

For the case of broadcast, r(n, n) = Θ (n) so that the
aggregate useful received data rate increases linearly with
the size of the network. Thus, from the perspective of sum
information reception, broadcast is clearly more appealing than
unicast. The simple conversion of (2) to (3) is not intended to
uncover anything fundamental about wireless network scaling
per se. Rather, it is meant to highlight the fact that, since
broadcast and multicast deliver useful information to many
destination nodes simultaneously, ad hoc networks may be
inherently better matched to these traffic models than to
randomly paired unicast. Furthermore, identifying applications
that are dominated by broadcast traffic and designing protocols
that target it from the ground up may prove fruitful.

The challenge posed to the networking community by this
receiver-oriented scaling result is the design of low-overhead
broadcast protocols that scale optimally. It is likely that broad-
cast applications will require less than n contemporaneous
data sources; scalability therefore requires that the large m
case of (3) be met when any subset of s ≤ n source nodes
transmit. Although asymptotically optimal broadcast protocols
have been proposed in the literature (e.g., [7]), the tendancy
to rely on a virtual backbone (i.e., a connected dominating set
of nodes) to limit redundant transmissions presents a larger
control overhead management challenge than does unicast [8].

C. Usage Considerations and Tactical MANETs

Asymptotic scaling results may have limited relevance to
practical MANET deployment for several reasons. First, traffic
models and node distributions are likely to deviate from those
assumed in tractable analyses. For example, scalability could

1Note that the focus here is on networks with topological dynamics induced
by mobility and link outage that likely preclude the use of those complex
coordination schemes shown to achieve greater unicast capacity (e.g., [6]).



be expected to improve in networks with localized unicast
traffic. Second, in many applications the size of the ad hoc
network is limited, with connectivity on a larger scale provided
by hierarchical designs. Third, control overhead is neglected in
scaling analysis but can be a significant, even limiting, factor
in practical networks. Specifically, it is unclear whether the
potential improvement in wireless network scaling for unicast
traffic afforded by extremely sophisticated medium access and
routing protocol designs justifies the control overhead penalties
that will invariably be incurred in order to support their
implementation. While the mathematical tools to address this
question formally are as yet nascsent (cf., [9]), anecdotal evi-
dence from practical implementations suggest that the answer
may be no [9, 10]. Finally, in some applications metrics other
than throughput for a highly loaded network (e.g., latency,
fidelity, robustenss, etc.) are paramount.

Notwithstanding these limitations, the scaling results af-
forded by asymptotic analysis are valuable in guiding the
top-level design and deployment of wireless networks. In
particular, as described above, ad hoc networks may be a
good match to broadcast intensive applications. Despite this,
the utility of broadcasting in wireless networks is commonly
motivated by its role in network maintenance such as route
table distribution (cf., [11]) – i.e., broadcast is often viewed
as important inasmuch as it supports unicast transmission.

A number of applications are candidates for broadcast-
oriented wireless network designs. Coordinated and distributed
computing in sensor networks provides one example [7];
applications that currently flood at the application layer (e.g.,
query response and target tracking) provide another. The
tactical edge applications that are the focus of the present
paper provide a particularly important venue for one-to-many
communication. For example, real-time video streaming over
multi-hop wireless networks for robotics platform control and
surveillance is a critical emerging application for tactical
MANETs operating in restricted environments

A typical illustrative tactical MANET scenario is that of
a squadron of soldiers exploring an urban environment and
seeking to maintain real-time communication capabilities. The
environment may include multistory buildings and subter-
ranean structures. One critical service is push-to-talk, multi-
hop voice, for which there is a strict latency requirement.
Another is sharing of real-time sensor data – e.g., one node
streaming audio and video data throughout the network. Since
the soldiers are expected to move through the environment
either by foot or motor vehicle, the propagation channel
is challenging. Specifically, time-varying, frequency-selective
fading channels can be expected, as well as abrupt path loss
changes due to corner effects. In additional to physical layer
challenges, this induces rapid changes to the network topology.

In summary, tactical MANETs typically2 have sizes of 5 to
100 nodes and operate without any fixed infrastructure (often
in isolation). The mission criticality of the data drives latency

2The term “tactical MANET” has also been used to describe networks for
tactical applications comprising a heterogeneous mix of local radio networks,
satellite networks, and gateways.

and robustness as the key performance metrics. Furthermore,
the traffic in tactical MANETs is primarily broadcast and mul-
ticast, although a limited amount unicast traffic may need to
be supported concurrently. This application therefore motivates
the development of protocols that are broadcast-oriented and
highly robust to dynamics in the network topology.

III. BARRAGE RELAY NETWORKS

In this section, barrage relay networks are proposed as an
efficient scheme for broadcasting in mobile ad hoc networks.
BRNs are a simplified abstraction of a tactical MANET system
developed by TrellisWare Technologies, Inc. with hardware
system demonstrations beginning in 2004 and leading to
a current product line. This section summarizes the basic
concepts underlying BRNs and relies heavily on [12–14].

The barrage relay concept is best understood through the
simple example which follows. A number of network ca-
pabilities are required for BRNs. While these are described
in more detail following the example, the two most critical
assumptions for the example are those of a time division mul-
tiple access (TDMA) network and a method of autonomous
cooperative communications. The assumption that all nodes
utilize a common TDMA framing format3 requires coarse
slot-level synchronization, which can be accomplished using
low overhead pilot signaling [13] and aided by the Global
Positioning System (GPS) when available. Autonomous co-
operation ensures that concurrent transmission of identical
packets results not in collision at all nodes within range,
but in a form of cooperative diversity; this is done with no
coordination beyond the TDMA-level synchronization.

A. Barrage Relay via Example

With these assumed capabilities, the BRN broadcast mech-
anism is illustrated in Figure 1. Generally, M -slot TDMA
framing is assumed for some M ≥ 3; Figure 1 assumes that
M = 3 with slots labeled A, B, and C. Suppose the black node
transmits a packet on slot A of the first TDMA frame. All
nodes that successfully receive this packet are, by definition,
one hop away from the source node. These nodes then transmit
the same packet on slot B, thus relaying to the nodes that
are two hops away from the source, which in turn transmit
the same information on slot C. Nodes that are 3 hops away
from the source relay on slot A of the second TDMA frame.
Packets thus propagate outward from the source via a decode-
and-forward approach. To prevent the relay transmissions from
propagating back towards the source, each node relays a given
packet only once. For example, one-hop nodes will receive
the first broadcast packet on slot A and again on slot C but
only relay on slot B. This can be enforced by an explicit
mechanism (e.g., by maintaining a history of received packets)
or implicitly via protocol header design.

3Conceptually, the barrage relay approach can be applied to channelization
methods other than time division. Time division provides the most intuitive
illustration of BRNs and also has some practical advantages in terms of
interference isolation in the absence of any precise power control mechanism.
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Fig. 1. Barrage relay network broadcast protocol for a three slot (M =
3) TDMA frame format. The source node is black while relay nodes are
numbered by their distance in hops from the source.

Observe that a number of two-hop nodes in Figure 1
receive the same packet on the same slot, but from different
one-hop nodes. Due to the assumed autonomous cooperative
communication scheme, these packets neither collide nor result
in destructive interference. An arbitrary number of relays can
thus be cooperatively transmitting to one or more nodes with-
out any coordination other than TDMA slot synchronization.
Furthermore, a given node may participate in several such
cooperating transmission teams, without requiring knowledge
about, or even of, its possible teammates.

The spatial reuse of time slots enables packets to be
pipelined into the source for transmission every M slots. For
example, in Figure 1, the one-hop nodes will not receive the
packet transmitted by the three-hop nodes during slot A of the
second TDMA frame. Thus, the source can safely transmit a
second packet during that slot. It is readily verified that M
must be at least 3 in order to allow such spatial pipelining.
Larger values of M can be chosen so as to trade throughput
for enhanced robustness to topological variation.

B. Autonomous Cooperation

The autonomous cooperative communication capability as-
sumed can be provided by the method described in [12] which
is based on phase dithering (cf., [15]) and modern, turbo-like
error correction (cf., [16]). Specifically, if each transmitting
node pseudo-randomly dithers its carrier phase, then the su-
perposition of these signals will induce a time-varying channel
characteristic at a receiving node. A modern error correction
code can then be used to extract the time diversity provided
by this induced time-varying fading channel. Other parameters
of the signal could be dithered to achieve similar benefits;
however, if no dithering were used, destructive combining
would be observed at the receiver in some instances.

Dithering on a symbol-by-symbol basis complicates the
channel estimation process at the receiver. As described in

[12], each code block can be split into a number of bursts
with the phase dithered only on a burst-by-burst basis. If all
transmitting nodes use the same training pattern, then the
receiver can estimate the composite channel on each burst
based on this known sequence. The receiver thus does not
know how many nodes are teaming to send and processes
the received signal in the same manner as it would in the
non-cooperitive case. Furthermore, each transmitter does not
have any channel state information for its channel, nor does
it even require knowledge of the existence of other teaming
transmitters. Finally, a node may cooperate in more than one
team to relay to multiple receiving nodes and the teams may
change on a packet by packet basis according to connectivity.

Autonomous cooperation is a key component of BRNs as
it enables highly reliable relay of packets. Indeed, it is well-
understood that the use of cooperative communication schemes
in ad hoc networks can lead to significant increases in network
capacity (cf., [17] and the references therein). Two major
approaches to cooperative communication have thus far been
studied: distributed space-time coding (D-STC) (cf., [18]) and
distributed beamforming (D-BF) (cf., [19]). Both approaches,
however, present significant implementation challenges due to
the required inter-node coordination. For example, both D-
STC and D-BF require that the number of cooperating trans-
mitters be known a priori. D-STC requires that cooperating
users coordinate their encoding and transmission sequence
according to some space-time code. D-BF requires that the
composite transmission channel be known by all cooperating
transmitters as well as the receiver.

The coordination required for D-STC and D-BF is particu-
larly problematic in the context of tactical MANETs because
it reduces robustness while increasing latency and overhead.
In networks with highly dynamic topologies, frequent updates
of the inter-node coordination information would be required,
thereby impacting overhead and increasing the latency re-
quired for packet relay. Also, it is unclear how to efficiently de-
sign coordinated cooperation schemes that allow for multiple
cooperating teams with some shared members. The team trans-
mission could be serialized, but this again induces more delay.
Finally, it is likely that inaccurate coordination information
would be used on some occasions, resulting in degraded relia-
bility. The autonomous cooperative scheme described above
provides the majority of the performance benefits of these
more complicated approaches while eliminating the hurdles
associated with practical tactical MANET implementation.

There are several other assumptions regarding autonomous
cooperation in BRNs that are more subtle. First, there are hop-
based protocol header constraints so as to ensure that each
node transmits exactly the same data packet. Specifically, net-
working stacks typically modify protocol header information
at each relaying node so that even if two relay nodes transmit
identical payload data, the resulting on-air packets may be
different. In order to support autonomous cooperation, node-
specific packet transformation must be suppressed: protocol
headers can be modified only in a manner that is hop-
dependent. Second, in addition to relaying identical packets,



cooperating nodes must also relay on identical time slots.
Relaying decisions are traditionally made at the network layer,
introducing processing delays that are unpredictable and node-
dependent (cf., [20]). To minimize delay and ensure that relays
occur on the same slot, relay decisions can be made at the
physical layer, which we term PHY-layer switching. Finally,
cooperating nodes transmitting on the same TDMA slot may
incur different propagation delay due to the heterogeneous
propagation environment. This effect induces a cooperative
delay spread and the receiver must be capable of reliable
reception in this environment. In most tactical MANET scenar-
ios, the point-to-point link is expected to be frequency selective
so the receiver has the capability to handle delay spread.
The cooperative delay spread is additive to the physical delay
spread of the channels. Thus, the receiver should accommodate
the total effective delay spread induced by the channel and the
expected cooperative delay spread. Autonomous cooperation
is therefore compatible with, for example, narrowband single
carrier waveforms [13], orthogonal frequency division multi-
plexing (OFDM) waveforms, and direct sequence waveforms
(cf., [21]), with sufficient equalizer capability, cyclic prefix
length, and Rake receiver finger span, respectively.

C. Barrage Access Control

The barrage broadcast mechanism described in Sec-
tion III-A provides a low-latency, robust mechanism for flood-
ing from a single source node. In order to provide networking
with multiple sources, some form of access control is required.
The simplest scenario is PTT voice in which an operator
accesses the channel by keying down the transmitter and col-
lisions are resolved by standard manual operational protocols.
For data transmission, this operator control is not sufficient.
Nonetheless, it illustrates the fundamental PHY-layer resource
to be controlled: the entire barrage broadcast fabric for some
period of time. This is in stark contrast to the standard layered
architecture for network design which controls access to a
node-to-node link via a collision avoidance MAC protocol.

While MAC may still be an applicable term to describe
algorithms controlling access to barrage resource, the term
Barrage Access Control (BAC) was introduced in [14] to
emphasize that BRNs are not based on a link abstraction. As
an example of the basic structure for a BAC protocol, assume
that the TDMA structure employed by the BRN partitions time
slots into three independent logical channels:

(i) the request logical channel (RLC);
(ii) the confirmation logical channel (CLC); and,

(iii) the data logical channel (DLC).
The BAC protocol uses control traffic transmitted on the RLC
and CLC in order to coordinate access to the DLC. The
bandwidth reserved for the RLC and CLC therefore constitute
the overhead associated with this protocol. In practice the
overhead required by a specific BAC protocol depends heavily
on the design constraints it must meet (e.g., how rapidly new
sources must be able to access the DLC). Future access to the
data logical channel is tabulated in a DLC schedule that lists
which node (if any) is the designated source on each DLC

slot. When a node is the (sole) designated source, it injects
packets every M time slots; otherwise, nodes relay what they
receive as per the protocol described in Section III-A. In this
manner, multiple data flows are time-multiplexed on the DLC
so as to provide shared access to the efficient barrage broadcast
mechanism (the overhead associated with switching between
sources on the DLC is discussed in Section IV below.)

The RLC and CLC are used to maintain the DLC schedule
in response to time-varying traffic demands. Nodes announce
their desire to source data (and how much) via a message
broadcast on the RLC. A common schedule control node
responds to this message by broadcasting a scheduling update
message on the CLC that incorporates the new data source.
Collisions are precluded on the CLC since there is a dedicated
source for all DLC schedule updates. Collisions on the RLC,
however, can result when multiple candidate sources transmit
simultaneously. In this case, the receipt (or not) of a concomi-
tant scheduling update can be used as an implicit positive (or
negative) acknowledgement of the successful transmission of a
request message to the schedule control node, thereby enabling
the use of Ethernet-like backoff and retry schemes.

IV. BROADCAST SCALING IN BRNS

The scalability of the abstract protocol for broadcast coordi-
nation described above is apparent: sources time-multiplex ac-
cess to a broadcast mechanism whose single-source throughput
is independent of the network size. The scaling of broadcast
latency in particular can be readily ascertained. Following
Gupta and Kumar’s standard formulation, consider a network
comprising n nodes randomly distributed in an operational
region with unit area. The point-to-point transmission range of
the nodes scales with n as Θ(

√
log n/n) so as to guarantee

connectivity with high probability [1]. The hop diameter h(n)
of the network scales as the ratio of the network Euclidean
diameter to the radio range: Θ(

√
n/ log n). Neglecting the

range extension4 that is afforded by cooperative communica-
tions, the total number of time slots required to broadcast a
singe packet through the network is simply h(n). That is to
say, the latency of barrage broadcast scales at most as:

Θ
(√

n

log n

)
(4)

In order to assess the scaling of broadcast throughput, it
is first necessary to specify what is in fact being measured
as n grows. In scaling analyses of traditional MANET archi-
tectures, the growth in overhead associated with maintaining
optimal communication routes as the network size increases
is typically neglected [9]. In keeping with this convention, the
bandwidth allocated to the request and confirmation logical
channels is neglected in the following. However, the overhead
associated with switching between sources can be accounted
for analytically and sheds light on an important practical

4When cooperative range extension is considered, h(n) is replaced by the
minimum number of slots required to fully broadcast from a given source,
maximized over all sources. A recent cooperative flooding study demonstrated
that this factor grows logarithmically with h(n) under certain conditions [22].



design consideration for BAC protocols. Specifically, there is
a certain amount of time required to allow the last broadcast
packet of one source to ripple out of the network before
another node can start sourcing packets. Returning to Figure 1,
the black node can clearly transmit a new packet on slot A of
the second frame. However, if control of the barrage broadcast
mechanism switched immediately from the black node to the
one of the one-hop nodes on frame 2, then a packet injected by
that node on slot A of frame 2 would collide with the packet
sourced by the black node in frame 1.

Returning to the same framework used to study broadcast la-
tency above, suppose that source nodes are allocated sufficient
slots L to transmit P packets. Again neglecting cooperative
range extension effects, L must be at least

L(n, P ) = M(P − 1) + h(n) (5)

in order to prevent collisions on the DLC with M -slot TDMA
framing. The sum broadcast throughput is therefore:

P

L(n, P )
=

P

M(P − 1) + h(n)
. (6)

Provided the number of packets P per contiguous source slot
block is scaled appropriately with increasing network size n,
Θ(n) receiver-oriented sum broadcast throughput scaling is
therefore achieved for an arbitrary number of source nodes. In
summary, BRNs scale optimally for two of the most critical
metrics for tactical MANET: latency and broadcast throughput.

V. UNICAST FLOWS IN BRNS

As discussed in Section II, while tactical MANET traffic
is largely broadcast or multicast, support for unicast is a
reasonably expected requirement. Unicast, or multicast for that
matter, can of course be achieved via network-wide flooding
(i.e., all nodes relay but only intended recipients pass the
received packet up the stack from the PHY-layer); however, the
ability to support multiple, contemporaneous localized unicast
streams can only serve to enhance the network capacity offered
by barrage relay networks. This section describes controlled
barrage regions (CBRs), which are a building block for just
such spatially separated unicast transmissions.

A. Cooperative Links, Paths, and CBRs

In a traditional network, a link is defined by a trans-
mit/receive radio pair that share a suitably reliable point-to-
point communications channel. A path is a series of these
links or hops connecting a source and destination. A unicast
route is typically a single path, although it is possible to
establish several paths to form a route with robustness through
redundancy – e.g., the backup routing variant of the ad hoc
on-demand distance vector (AODV) routing protocol [23].

In a BRN, however, links are cooperative and comprise
one or more transmitters and one receiver as illustrated in
Figure 2(a). A cooperative path, as illustrated in Figure 2(b)
is a formed by series of braided cooperative links between
a source and destination node. A controlled broadcast region
is simply one or more cooperative paths (of distinct lengths)

from a source node to a destination node. Figure 2(c) illustrates
a CBR comprising two cooperative paths where the longer
cooperative path goes around a large obstruction.
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Fig. 2. Examples of (a) a (3 to 1) cooperative link; (b) a (length 4) cooperative
path; and (c) a controlled barrage region comprising two cooperative paths,
one of length 5 hops and another of length 4.

These definitions directly illustrate the robustness of unicast
transport via CBRs. First, a cooperative link may remain viable
even if one or more transmitting nodes becomes nonfunctional.
Second, a cooperative path may remain reliable even if some of
its cooperative links are lost. Finally, a CBR may remain viable
even if some of the cooperative paths are lost. This makes the
likelihood of loosing source-destination connectivity low even
in the presence of significant variation of link reliability and/or
network topology. It may be possible, though unlikely, that a
CBR could be lost due to single node failure. For example,
if the middle node labeled “1” in Figure 2(c) was lost, it is
conceivable that unicast transmission along the CBR would
fail. While this description of robustness is qualitative, these
benefits are shown quantitatively in [14] and [24].

B. Establishing CBRs for Unicast & Multicast

Controlled barrage regions can be established by specifying
a set of buffer (i.e., sentry) nodes around the cooperating
nodes. The relay function of buffer nodes is suppressed so
that external packets do not propagate into the control region,
nor do internal packets propagate to the rest of the network.
In this way, multiple unicast transmissions may be established
in different portions of the network as illustrated in Figure 3.
It is precisely the action of these buffer nodes that inspired
the name controlled barrage region. This concept is readily
extended to multicast by establishing sentries around a portion
of the network containing the source and all destination nodes.

The buffer nodes can be specified through the broadcast of
request-to-send (RTS) / clear-to-send (CTS) messages on the
BAC control channels. For example, if the source broadcasts



Fig. 3. Eight unicast flows in a randomly-generated barrage relay network
topology. Source, destination, relay, and buffer nodes are colored green, red,
blue, and pink, respectively.

an RTS message and each relaying node increments a hop-
count field, the destination node will obtain knowledge of the
shortest cooperative path from the source. If the destination
broadcasts a CTS message containing the shortest path length
and each relaying node increments a hop-count field from
the destination, then the source will also know the distance
from the destination. Furthermore, each relay node will know
the shortest cooperative path length (S) and the length of the
cooperative path on which it lies. A CBR containing only the
shortest cooperative path can be established by making all
nodes on cooperative paths one larger than this value (S + 1)
buffer nodes. A CBR comprising cooperative paths of length
S and S + 1, can be established by making nodes on paths of
length S +2 buffer nodes. This method can be used to include
cooperative paths of length S +M−1, where S is the shortest
path and M is the number of TDMA slots per frame (e.g., 3
in Figure 1). While only described at a high level here, the
correctness of a formal specification of this CBR establishment
protocol can be proven for unicast and multicast [25].

C. Coordinating CBRs

The abstract BAC protocol described in Section III-C must
clearly be extended in order to support unicast and multicast
transmission via CBRs. In particular, the global DLC schedule
described for broadcast traffic can instead be replaced by local,
node-specific schedules. While these schedules will not be
identical at all nodes – e.g., two nodes may be unicast sources
on the same time slot – they must be made consistent so as
to avoid collisions between distinct flows.

VI. RELATED WORK

Independent of TrellisWare’s BRN development, researchers
have suggested many approaches analogous to those described
herein. Much of this work has focused on component technol-
ogy (e.g., cooperation) without consideration of how various
methods could be integrated into a full practical MANET
design. There are a few notable exceptions described below.

In [20], Ramanathan articulated a design concept for next-
generation MANETs that shares a number of common features

with BRNs including cooperative transmission and a multi-
packet, multi-hop medium reservation scheme. In particular,
the hop-centric nature of data transport in current-generation
MANET systems – i.e., each packet experiences a large
amount of processing, queueing, and access contention delay
at each hop – was identified in [20] as introducing sufficient
end-to-end latency so as to make wireless networks latency-
limited under certain conditions. A cut-through physical layer
that is similar to the PHY-layer switching assumed in BRNs
was consequently described in [20, 26]. While this paper
succeeded in providing a set of concepts key to next generation
MANET design, the compatibility of the components was
not demonstrated (e.g., while the importance of cooperation
is described, the multi-hop, path-oriented MAC is based on
traditional links rather than an analog of CBRs). Nevertheless,
Ramanathan demonstrated extraordinary vision in his radical
redefinition of wireless network design; that these concepts
were independently formulated, implemented, and validated
in a tactical MANET system by TrellisWare lends credence
to their potential relevance to a wider application space.

Opportunistic large arrays (OLAs) were introduced in [27]
to describe an efficient physical layer flooding algorithm
for asynchronous sensor networks in which nodes accumu-
late power from many received copies of the same symbol.
Subsequently, a number of protocol design issues for OLAs
have been investigated (cf., [28] and the references therein).
The key differences between BRNs and OLAs lie in the
packet size, data rates, and assumed RF environments of the
target applications. Specifically, the time synchronization and
receiver signal processing assumed in BRNs allows packets to
be many bits long (rather than single symbols) and data rates
to be larger than the inverse of the maximum relative delay
spread (i.e., multipath effects can be mitigated).

Recently, Yackoski, et al. studied the use of cooperative
communications in practical wireless networks with a par-
ticular focus on the control cost associated with cooperation
[29]. Following a multi-hop RTS/CTS procedure that uses non-
cooperative transmission over a reactively maintained route
to establish which nodes will cooperatively relay, a mecha-
nism remarkably similar to flooding in a CBR – including
spatial pipelining – is used for data transport. Although the
decentralized D-STC scheme used for node cooperation in
[29] is not autonomous in the sense described above, it
indeed addresses many of the overhead issues associated with
cooperative communications in mobile ad hoc networks.

Finally, a number of authors have studied cooperative com-
munications in the context of minimizing the sum energy
(cf., [30, 31]) or latency (cf., [22, 31]) required for network-
wide broadcast. Mergen, et al. analyzed critical parameters
that govern the performance of cooperative flooding under a
continuum approximation of dense networks [32]. With the
notable exception of [33], however, the majority of cooperative
flooding studies have focused on the single source case – i.e.,
analogs of barrage access control for more general cooperative
transmission schemes have not been widely examined.



VII. CONCLUSION

Unlike traditional approaches to wireless networking –
wherein networking protocols are based on a point-to-point
link abstraction – barrage relay networks utilize an au-
tonomous cooperative communications scheme that affords a
radically different building block for protocol design: robust,
low-latency broadcast. In this paper, it was demonstrated
that by time-multiplexing this flooding mechanism between
competing data sources, Θ(1) broadcast scaling of the transmit
data rate can be achieved, implying linear scaling in the useful
received data rate with network size. Extensions of the barrage
flooding mechanism to support traffic that can be spatially
contained (e.g., unicast) were also discussed.

The BRN technology that underlies TrellisWare’s tactical
MANET system can be seen as a pragmatic fusion of a
number of design elements: autonomous cooperation, PHY-
layer switching, barrage access control, and controlled barrage
regions. While developed internally at TrellisWare, many
similar concepts have appeared in the literature in isolation
(e.g., [20, 29]). Some of the design trades made in this
synthesis reflect a focus on comprehensive implementation and
deployment rather than strict theoretical optimality.

A formal information theoretic treatment of the BRN con-
cept may illuminate methods to characterize and enhance
the scalability, performance, and extensibility of networking
stacks which employ it. In particular, it remains to be seen to
what extent the barrage flooding mechanism can be employed
in network designs with different optimization criteria than
latency and robustness (e.g., delay tolerant unicast traffic, en-
ergy conservation.) Furthermore, the application of advanced
techniques for traditional MANET performance enhancement
(e.g., power control, rate adaptation, hierarchical routing) to
the BRN framework is an interesting area for future research.
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