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Analysis and Calibration for Wideband Times-2
Interleaved Current-Steering DACs
Daniel Beauchamp , Member, IEEE, and Keith M. Chugg, Fellow, IEEE

Abstract— This work presents analysis and calibration of inter-
leaving and data timing errors that are encountered in modern
times-2 interleaved digital-to-analog converters (DACs) with a
current-steering (CS) architecture. Such errors corrupt the DAC
output spectrum with spectral images that require calibration.
We develop an analytical model for the interleaving and data
timing errors that we understand are most significant and
propose a calibration algorithm that treats all of them. Extensive
simulations of the algorithm are made possible by leveraging
the speed and accuracy of the analytical model. The algorithm
is demonstrated on a commercially-developed 10-bit times-2
interleaved CS-DAC, operating at 40GS/s in 14nm CMOS.

Index Terms— DAC, SFDR, current-steering, time-interleaved,
calibration, wideband.

I. INTRODUCTION

D IRECT radio frequency (RF) sampling paves the way for
several interesting applications, including 5G/6G cellular

communication, electronic warfare, and automotive radar. Typ-
ically, these applications require data converters with sample
rates in the mmWave regime. Designing such converters at the
full rate is challenging, so the typical approach is to time inter-
leave lower speed sub-converters. Without calibration, non-
idealities in the sub-converters and mismatch between them
corrupts the Nyquist band with undesired spectral content.
This impedes the ability to use the full Nyquist band, which is
critical for systems that rely on, for example, software-defined
or cognitive radio.

The CS-DAC is regarded as the de facto solu-
tion for high-speed applications [1]. Using CS-DACs in
time-interleaved architectures has been demonstrated in
order to achieve even higher sample rates [2]–[6]. While
various CS-DAC errors have been studied, e.g., current
source mismatch [7], timing mismatch [8], and finite output
impedance [9], there are two classes of significant errors where
research on analysis and calibration is sparse. The first class
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is interleaving errors, which are caused by, for example, gain
mismatch between the sub-DACs and nonidealities associated
with the clocks that toggle between them (e.g., duty cycle
errors and timing skew). The second class is data timing
errors, which are caused by nonidealities associated with the
clocks that are part of the input data serializer (e.g., duty cycle
and phase errors). This work is focused on the analysis and
calibration of interleaving and data timing errors.

The discussion in this work is limited to times-2 interleav-
ing. While research on time-interleaved digital-to-analog con-
verters (TIDACs) with higher interleaving factors exists [6],
it is not very common, since interleaving by 2 typically
provides enough timing margin for the settling of the sub-
DACs [3]. However, in modern times-2 interleaved DACs,
incomplete settling is possible due to the reduced timing
margin at higher sample rates. Hence, we consider finite
settling in the analysis and, under this framework, show how
data timing errors create spurs.

Interleaving errors have been discussed in prior works [3],
[5], [10], [11]. For example, calibration algorithms for gain
and clock duty cycle are presented in [3] and [5]. In [3], the
DAC is excited by a single tone near Nyquist and the resulting
interleaving spur is driven to zero via duty cycle control. In [5],
simulated annealing is applied with a single tone at the desired
calibration frequency. In this work, we show that calibration
with single tone inputs can result in narrowband solutions, i.e.,
where the calibration is effective near the calibration frequency
but not over the full Nyquist band. This phenomenon, which
we refer to as narrowband locking, is not observable when
these errors are analyzed in isolation of each other as in [10]
and [3], however, it becomes clearer when they are analyzed in
a coupled framework as in [12]. Using the coupled analysis,
we prove that calibration with two tones leads to wideband
solutions, i.e., those that are effective across the full Nyquist
band. Moreover, we propose a two-tone calibration algorithm
based on simulated annealing and show that it is effective even
when additional nonidealities are present (e.g., clock timing
skew and data timing errors).

We also develop an analytical model that accounts for
the interleaving and data timing errors that we understand
are most significant. The analytical model is then validated
against behavioral simulations and proven to be extremely
accurate with a run time that is four orders of magnitude
faster. We then propose a calibration algorithm that treats all
of the errors considered in this paper. Extensive simulations
of the algorithm are made possible by leveraging the speed
and accuracy of the analytical model. The algorithm is then
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Fig. 1. M-bit times-2 interleaved CS-DAC with a sample rate of fs .

demonstrated on a modern, commercially-developed trans-
ceiver chip that contains a times-2 interleaved DAC, operating
at 40GS/s in 14nm CMOS. The transceiver also contains a
high-speed analog-to-digital converter (ADC), an embedded
MCU, and programmable control over various impairments,
which is consistent with the trend toward system-on-chip
(SoC) implementations. We show how these can be leveraged
as calibration support for the DAC, which is more practical
than previous methods that rely on off-chip measurements of
the DAC output with a spectrum analyzer [5] and manual
tuning [10].

The rest of the paper is organized as follows. Section II pro-
vides background on times-2 interleaved CS-DACs. Section III
provides a summary of the significant interleaving and data
timing errors. Section IV focuses on the coupled analysis of
gain and duty cycle errors. Section V focuses on the analysis
of data timing errors. Section VI presents an analytical model
that accounts for all of the errors considered in this paper.
Section VII presents the proposed calibration algorithm, along
with simulations and experimental results. Finally, we con-
clude the paper in Section VIII.

II. BACKGROUND

A block diagram of an M-bit times-2 interleaved DAC
with a sample rate of fs = 1/Ts and input sequence x[k] is
illustrated in Fig. 1, where Ts is the sample period. A half-rate
clock (C2 clock1) is passed to a serializer and analog multi-
plexer (AMUX). The serializer multiplexes low-speed, parallel
data lanes into high-speed even and odd lanes at fs/2, and the
AMUX is used to toggle the sub-DACs between the output
node and a dump node. A common serializer with K inputs per
bit slice2 is shown in Fig. 2(a), and the nominal timing of clock
and data signals down to the C4 level is shown in Fig. 2(b).
Note that the C4 clocks (i.e., C4I, C4Q) are offset by 90◦,
or delayed by Ts relative to each other. The high-speed data
lanes, D2E and D2O, are also delayed by Ts relative to each
other since they are aligned with C4I and C4Q, respectively.

A circuit schematic of a TIDAC with a CS architecture is
shown in Fig. 3(a). Note that the AMUX uses opposite phases
of the C2 clock to toggle the sub-DACs between the output
node (Vp, Vn) and the dump node, Vdump. Moreover, current
is drawn from these nodes via current cells that are comprised
of binary-weighted current sources and complementary data
switches. Fig 3(b) shows the ideal timing of the C2 clock and

1We use the notation CN and DN to denote clock and data signals at fs/N ,
respectively.

2Examples with K = 4 and K = 8 are found in [2] and [4], respectively.

Fig. 2. (a) Serializer block diagram. (b) Clock and data timing down to the
C4 level.

sub-DAC data, where there is a timing margin of Ts/2 to avoid
clock and data edge overlap. Ideally, the contribution of each
sub-DAC to the output node is

yeven(t) =
(

x(t) ·
∞∑

k=−∞
δ(t − 2k Ts)

)
∗ heven(t) (1a)

yodd(t) =
(

x(t) ·
∞∑

k=−∞
δ(t − (2k + 1) Ts)

)
∗ hodd(t) (1b)

where x(t) is the analog target signal, heven(t) = hodd(t) =
rect(t/Ts) is the hold pulse, rect(t) = 1 if |t| ≤ 1/2 and 0 if
|t| > 1/2, and * denotes convolution. The ideal TIDAC output
spectrum is derived by summing the Fourier transforms of (1a)
and (1b), which is

Yideal( f ) = 1

2
sinc( f Ts)

∞∑
k=−∞

X ( f − k fs/2)

+1

2
sinc( f Ts)

∞∑
k=−∞

X ( f − k fs/2) (−1)k (2a)

= sinc( f Ts)

∞∑
k=−∞

X ( f − k fs) (2b)
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TABLE I

INTERLEAVING AND DATA TIMING ERRORS IN TIMES-2 INTERLEAVED CS-DACS

Fig. 3. (a) Circuit schematic of a times-2 interleaved CS-DAC. (b) Ideal timing of the C2 clock and a bit slice of each sub-DAC.

where sinc( f ) := sin(π f )/(π f ). Note from (2a) that spectral
images at odd multiples of fs/2 cancel each other out,
resulting in a spectrum identical to that of a single ideal DAC
with a sample rate of fs .

III. OVERVIEW OF ERRORS

The perfect cancellation of undesired spectral images only
occurs for an ideal TIDAC. In practice, there are various
errors that cause imperfect image cancellation. The errors
that we consider are summarized in Table I and depicted in
Figs. 4 and 5. From our experience with times-2 interleaved
CS-DACs, these are the most significant errors associated with
interleaving and data timing. Under this framework, we show
that the TIDAC output spectrum is, in general, described by

Y ( f ) = K0( f )

∞∑
k=−∞

X ( f − k fs)

+K fs/2( f )

∞∑
k=−∞

X ( f − (2k + 1) fs/2)

+K fs/4( f )

∞∑
k=−∞

X ( f − (4k + 1) fs/4)

+K3 fs/4( f )

∞∑
k=−∞

X ( f − (4k + 3) fs/4) (3)

Ideally, K0( f ) = sinc( f Ts) and the rest of the coefficients are
zero, as shown in (2b). With errors present, the coefficients
K fs/2( f ), K fs/4( f ) and K3 fs/4( f ) may be nonzero, which
results in spurs when the DAC is excited by a tone. This can
degrade performance metrics, such as spurious-free dynamic
range (SFDR), thus motivating calibration. We collectively
refer to the errors in Fig. 4 as interleaving errors. As men-
tioned, these include gain mismatch between the sub-DACs

Fig. 4. Interleaving errors. (a) Gain error. (b) C2 clock duty cycle error.
(c) C2 clock skew.

Fig. 5. Data timing errors. (a) C4 clock duty cycle errors. (b) C4 clock phase
errors.

and nonidealities on the clock that toggles between them
(i.e., the C2 clock). Figs. 4(a) and (b) illustrate how gain
and C2 clock duty cycle errors distort the sub-DAC hold
pulses. In general, this creates images at odd multiples of
fs/2 (i.e, K fs/2( f ) �= 0). While the analysis of these errors
has been studied in isolation [3], [10], their coupled analysis
has received little attention aside from the appendix in [12].
In Section IV, we show how the coupled analysis uncovers
critical information that helps design a robust calibration
algorithm. Another error that results in K fs/2( f ) �= 0 is C2
clock skew, i.e., where the C2 clock phases do not have a
perfect 180◦ offset, as shown in Fig. 4(c). The analysis of
C2 clock skew is presented in [10], so it is excluded here.
However, we do include this effect in our analytical model
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(Section VI) and in the simulations of our calibration algorithm
(Section VII).

We collectively refer to the errors in Fig. 5 as data timing
errors. These include nonidealities associated with the serial-
izer clocks, i.e., C4I and C4Q in Fig. 2(b), as these clocks are
aligned with the sub-DAC data. The serializer in Fig. 2(a) may
also rely on lower rate clocks (C8, C16, etc.), but in contrast
to the C4 clocks, these lower rate clocks are not aligned with
the high-speed data lanes, which makes their nonidealities less
critical. The analysis in Section V shows how C4 clock duty
cycle and phase errors creates spurs when finite settling of the
sub-DACs is considered. In general, such errors can result in
K fs/2( f ) �= 0, K fs/4( f ) �= 0, and K3 fs/4( f ) �= 0.

The AMUX that toggles between the sub-DACs is an
important part of the TIDAC, so its nonidealities are worth
discussing. Such nonidealities can result in either interleaving
spurs or nonlinearity. Interleaving spurs are caused by dynamic
mismatch in the AMUX [3], e.g., C2 clock duty cycle error
and C2 clock skew. As mentioned, we include these effects
in the analysis and calibration since they are within the scope
of this paper. To isolate the interleaving effects (as in [10]),
we assume that the toggling between the sub-DACs is a linear
operation, which allows the TIDAC output to be modeled
as the sum of the individual sub-DAC contributions. The
linearity of the AMUX is determined by the circuit design
and, specifically, the choice of device for the switches outlined
in Fig. 3(a). While circuit design is beyond the scope of this
paper, it is worth mentioning that the choice of these devices
has been discussed in detail [3], [10], particularly regarding
linearity tradeoffs with bandwidth and output swing.

Clock jitter is another effect known to distort the DAC
output spectrum [13]. Modern phase-locked loops (PLLs) are
capable of synthesizing clocks (i.e. the C2 clock) with very
low integrated jitter (e.g. in the tens of femtoseconds-rms
range [14]) and fine tuning of the PLL loop parameters
(charge pump current, loop filter resistor, etc.) can reduce
jitter even further [15]. At these low levels, clock jitter effects
are not significant in terms of spectral imperfections (cf., [16,
eq. (9.16)]) and therefore not considered further.

To simplify the presentation, we analyze the effect of vari-
ous errors in isolation and then present an analytical model that
includes all of them. Specifically, the analysis of errors in this
work is organized as follows. Section IV focuses only on the
coupled analysis of gain and C2 clock duty cycle errors, i.e.,
with all other nonidealities equal to zero. Similarly, Section V
focuses only on data timing errors. Finally, we develop an
analytical model in Section VI that accounts for all of the
errors in Table I.

IV. GAIN AND C2 CLOCK DUTY CYCLE ERRORS

Gain and C2 clock duty cycle errors are discussed in [3]
and [10] and SFDR expressions are derived for each in
isolation of all other parameters. The work in [17] extends the
analysis of gain errors to general times-N interleaved DACs,
also in an isolated environment. In this section, we analyze
gain and duty cycle errors in a coupled framework, which
is motivated by the fact that they can cancel each other out,

as mentioned in the appendix of [12]. We show that this can
cause narrowband locking, i.e., where the calibration locks
onto a single frequency solution with non-ideal parameters.
Moreover, we propose a calibration signal that is immune to
this effect.

A. Coupled Analysis

In this section, we only consider errors in gain and C2 clock
duty cycle. Specifically, we analyze model (1) with hold pulses
defined as

heven(t) = rect

(
t

Ts(1 + 2α)

)
(4a)

hodd(t) = (1 + εg) rect

(
t

Ts(1 − 2α)

)
(4b)

where εg and α are the gain and duty cycle errors, respec-
tively. Under this framework, it can be shown that the output
spectrum is of the form in (3) with coefficients

K0( f ) = fs

2
(Heven( f ) + Hodd( f )) (5a)

K fs/2( f ) = fs

2
(Heven( f ) − Hodd( f )) (5b)

where

Heven( f ) = Ts(1 + 2α) sinc( f Ts(1 + 2α)) (6a)

Hodd( f ) = (1 + εg) Ts (1 − 2α) sinc( f Ts(1 − 2α)) (6b)

In general, since K fs/2( f ) �= 0, we observe from (3) that
the output spectrum contains images at odd multiples of fs/2.
Hence, if the DAC is excited by a tone at f0, then the image
at fs/2 creates an interleaving spur at fs/2 − f0, and the
resulting SFDR is

SFDR = 20 log10

∣∣∣∣ K0( f0)

K fs/2( fs/2 − f0)

∣∣∣∣ (7)

By inspection of (5b) and (6), we have K fs/2( f ) ≡ 0 if
εg = α = 0, i.e., the images vanish for all frequencies when
both gain and C2 clock duty cycle errors are zero. However,
if either α �= 0 or εg �= 0, then this is no longer the case. For
example, suppose the DAC is excited by a tone at f0, creating
an interleaving spur at fs/2 − f0. This spur is zero when
K fs/2( fs/2 − f0) = 0, and solving this amounts to writing εg

in terms of α as

εg(α; ν0) = (1 + 2α) sinc ((1/2 − ν0) (1 + 2α))

(1 − 2α) sinc ((1/2 − ν0) (1 − 2α))
− 1 (8)

≈ 4πα( 1
2 − ν0)

tan
(
π( 1

2 − ν0)
) (9)

where3 ν0 = f0/ fs , and a small α approximation has been
used. In Fig. 6, we plot (9) for various frequencies ν0 ∈
[0, 0.5]. Note that each frequency admits a distinct family
of solutions (α, εg(α; ν0)) that satisfies K fs/2( fs/2 − f0) =
0, i.e., no interleaving spur. Furthermore, the solutions are
linear near the origin with slopes as indicated in Fig. 6. The
magnitude of the steepest slope is 4, which is found by taking
the limit of (9) as ν0 approaches 0.5.

3When convenient, we use normalized frequency ν = f/ fs .
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Fig. 6. Solutions (α, εg) that result in no interleaving spur.

Fig. 7. Calibration by gain error cancellation (εg = −0.018).

B. Calibration by Gain Error Cancellation

The cancellation of the interleaving spur with nonzero para-
meters is important to consider for calibration. For example,
for the calibration approach in [3], the TIDAC is excited by a
single tone at fcal = fs/2 so that the interleaving spur appears
at DC ( fs/2 − fcal). A low-speed auxiliary ADC is then used
in tandem with on-chip duty cycle control to drive this spur
to zero, cancelling out the gain error. We refer to this cali-
bration approach as gain error cancellation. Fig. 7 illustrates
the SFDR (from (7)) over the Nyquist band after applying
gain error cancellation with different calibration frequencies.
Note that, in all cases, the SFDR monotonically decreases
away from the calibration frequency. This is due narrowband
locking, since the calibration algorithm locks onto a single
frequency solution, (α, εg) �= (0, 0). We say that gain error
cancellation exhibits deterministic narrowband locking, since
such locking occurs every time the algorithm is run for εg �= 0.
In Section VII, we explore another single-tone calibration
algorithm that exhibits random narrowband locking, since
it occurs randomly as opposed to every time. Narrowband
locking is problematic for wideband systems where the cali-
bration should hold over the full Nyquist band. In Appendix A,
we prove that calibration with two tones promotes convergence
to the wideband solution, (α, εg) = (0, 0). Furthermore,
an algorithm that uses two tones as the input in calibration
mode is proposed in Section VII.

V. DATA TIMING ERRORS

The sub-DAC data timing is aligned with the C4 clocks,
as illustrated in Fig. 2(b). Therefore, duty cycle and phase
errors on these clocks affects the data timing. Again, we refer
to these as data timing errors and show that can they can

Fig. 8. (a) Single bit slice of the even sub-DAC. (b) C2 clock. (c) Output
of the even sub-DAC. (d) Settling error for the even sub-DAC, eeven(t).

create spurs when finite settling is considered. In this section,
to isolate the effect of data timing errors, we assume that there
are no interleaving effects, i.e., we assume an ideal C2 clock
with no sub-DAC gain error. For clarity of the exposition,
we explain the key concepts using the even sub-DAC and leave
most of the detailed derivations to Appendix B.

A. Finite Settling

First, we focus only on finite settling in the absence of all
other nonidealities. In Fig. 8(a), we depict a scenario where
the even sub-DAC undergoes a data transition, focusing on a
single bit slice.4 The shaded regions define the times during
which the sub-DAC is connected to the dump node. Note that
there is a timing margin of Ts/2 for the sub-DAC to settle to
its desired value on this node. After this settling period, the C2
clock, shown in Fig. 8(b), routes the sub-DAC to the output
node. Ideally, the sub-DAC output changes instantaneously at
each switching instant, as shown by the green waveform in
Fig. 8(c). In practice, the sub-DAC current sources change
gradually according to a time constant, τ , determined by the
load [18]. Under this framework, the settling error5 at the
output node is

eeven(t) =
(

�x(t)
∞∑

k=−∞
δ(t − 2k Ts)

)
∗ p(t) (10)

where

�x(t) = x(t − 2 Ts) − x(t) (11)

p(t) = e−(t+Ts)/τ h(t) (12)

with hold pulse h(t) = rect(t/Ts). We refer to (12) as the
settling pulse, i.e., the hold pulse weighted by a decaying
exponential. An expression similar to (10) may be derived
for the odd sub-DAC, eodd(t), and the total settling error at
the output node is then e(t) = eeven(t) + eodd(t). By taking
the Fourier transform of e(t), it can be shown that this results

4We assume that there is no timing skew between the bit slices, which means
that they all fire simultaneously. Calibration for this impairment is covered
in [8].

5In the analysis, we assume that the settling errors are negligibly small just
prior to each data transition, i.e., e−2Ts /τ ≈ 0, which implies τ 
 2 Ts .
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Fig. 9. Data timing errors for the even sub-DAC (a) C4 clock duty cycle
error. (b) C4 clock phase error.

in an output spectrum (3) where all coefficients except for
K0( f ) are zero. Hence, this does not result in any in-band
spurs for sinusoidal inputs. However, it does result in a mild
output power reduction, e.g., a 1dB reduction (excluding the
sinc attenuation) for f0 = 0.26 fs and τ/Ts = 0.3.

B. Finite Settling With Data Timing Errors

While finite settling alone does not create spurs, it does
when combined with data timing errors (as we prove in
Appendix B). For example, referring to Fig. 9(a), C4 clock
duty cycle errors βI cause samples x[4k] to fire early by
2βI Ts and samples x[4k +2] to fire late by the same quantity.
Similarly, referring to Fig. 9(b), C4 clock phase errors �φI

delay samples x[2k] by 2
π �φI Ts . We also assign these errors

to the odd sub-DAC, i.e., βQ and �φQ for C4Q in Fig. 2(b).
In Appendix B, we show that duty cycle errors βI , βQ and
phase errors �φI ,�φQ result in an output spectrum (3) with
the following coefficients

K0( f )

= sinc( f/ fs) + fs

4

(
c+(βI ,�φI ) + c+(βQ ,�φQ)

)
×M( f ) P( f ) (13a)

K fs/2( f )

= fs

4

(
c+(βI ,�φI ) − c+(βQ,�φQ)

)
M( f ) P( f )

(13b)

K fs/4( f )

= fs

4

(−c−(βI ,�φI ) + j c−(βQ ,�φQ)
)

×M( f + fs/4) P( f ) (13c)

K3 fs/4( f )

= fs

4

(−c−(βI ,�φI )− j c−(βQ ,�φQ)
)

×M( f + fs/4) P( f ) (13d)

where

c+(u, v) = 2 cosh

(
2Ts

τ
u

)
e

2Ts
πτ v (14a)

c−(u, v) = 2 sinh

(
2Ts

τ
u

)
e

2Ts
πτ v (14b)

and

M( f ) = 2 sin(2π f Ts) e− j (2π f Ts+π/2) (15)

P( f ) = 2 e− Ts
τ

1/τ + j2π f
sinh

(
Ts

2

(
1

τ
+ j 2π f

))
(16)

Note that the output spectrum contains images at odd multiples
of fs/2 when c+(βI ,�φI ) �= c+(βQ ,�φQ), as implied by
(13b). This occurs when βI �= βQ (duty cycle mismatch)
and/or �φI �= �φQ (I/Q imbalance). Also note that there
are images at odd multiples of fs/4, as implied by (13c) and
(13d). These are nonzero when βI �= 0 and/or βQ �= 0, i.e.,
duty cycle error on one or both C4 clocks.

These undesired spectral images create spurs when the DAC
is excited by a tone at f0, as summarized by the last two rows
in Table I. The coefficients in (13) can be used to compute
the power ratio of these spurs relative to an input tone at
f0. For example, if f0 ∈ (0, fs/4), then I fs/4− f0( f0) =
20 log10

∣∣∣ K fs/4( fs/4− f0)
K0( f0)

∣∣∣ for the spur at fs/4 − f0, and similar
quantities may be derived for the other spurs. In Fig. 10(a),
we compare I fs/4− f0( f0) with that obtained from a behavioral
simulation of a 10-bit TIDAC with only C4 clock duty cycle
errors (βI = βQ = 0.02). Note that the simulation and theory
are closely matched over frequency with different τ/Ts ratios,
except for the extreme cases. Specifically, when τ/Ts = 0.05
(very small), the spur power is below the quantization noise
floor and quantization effects are ignored in the analysis since
they do not provide additional insight. When τ/Ts = 1.1
(very large), the assumption in the analysis that τ 
 2Ts is
less accurate, resulting in an approximation error of 2.1dB.
In Fig. 10(b), we observe qualitatively similar results for
the fs/2 − f0 spur where only I/Q imbalance is considered
(�φI �= �φQ). Fig. 10(c) illustrates the output PSD from a
behavioral simulation that includes both C4 clock duty cycle
errors and I/Q imbalance.

Lastly, there are two observations from
Figs. 10(a) and (b) that are worth mentioning. First is
that the spur power increases with τ/Ts and, intuitively, this
is because the magnitude of the settling errors also increases
with τ/Ts . Second, the spur power peaks near fs/4 and is
smallest near DC and Nyquist, i.e., the spurs are shaped by
sin(2πν), and it can be shown that this is caused by the sine
term in (15).

VI. ANALYTICAL MODEL

In this section, we develop an analytical model that captures
all of the nonidealities in Table I. We first state the model
and then highlight its speed and accuracy by comparing it to
Matlab-based behavioral simulations.

A. Signal Flow Diagram and Output Spectrum

The signal flow diagram in Fig. 11 captures all of the
nonidealities in Table I. As developed in Section IV, gain
and C2 clock duty cycle errors (εg and α) are accounted
for in the hold pulses that are defined in (4). In addition,
we have included a parameter that accounts for C2 clock
skew, �tskew = �θskew

π Ts . The details of the analysis of data
timing errors are contained in Appendix B and summarized
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Fig. 10. Behavioral simulations vs. theory (a) C4 clock duty cycle errors (βI = βQ = 0.02). (b) C4 clock phase errors (�φI = −π/180, �φQ = π/180).
(c) Output PSD from a simulation that includes both C4 clock duty cycle errors (βI = βQ = 0.02) and I/Q imbalance (�φI = −π/180, �φQ = π/180),
τ/Ts = 0.2.

Fig. 11. Signal flow diagram of the analytical model for interleaving and
data timing errors.

in the lower portion of Fig. 11, i.e., they are embedded in the
constants c0, c1, c2, c3 (referring to (29) and (31)). Moreover,
the settling pulses are defined as

peven(t) = e−(t+Ts)/τ rect

(
t

Ts(1 + 2α)

)
(17a)

podd(t) = (1 + εg) e−(t+Ts)/τ rect

(
t − �tskew

Ts(1 − 2α)

)
(17b)

where gain and C2 clock errors are now included. Using
Fig. 11, it can be shown that the output spectrum is of the
form (3) with coefficients

K0( f )

= fs

2

(
Heven( f ) + Hodd( f ) e− j2 f Ts�θskew

)
+ fs

4
M( f )

[
c+(βI ,�φI ) Peven( f )

+c+(βQ,�φQ) Podd( f )

]
(18a)

K fs/2( f )

= fs

2

(
Heven( f ) − Hodd( f ) e− j2 f Ts�θskew

)
+ fs

4
M( f )

[
c+(βI ,�φI ) Peven( f )

−c+(βQ,�φQ) Podd( f )

]
(18b)

K fs/4( f )

= fs

4
M( f + fs/4) ×

−
[

c−(βI ,�φI ) Peven( f ) − j c−(βQ,�φQ) Podd( f )

]
(18c)

K3 fs/4( f )

= fs

4
M( f + fs/4)

× −
[

c−(βI ,�φI ) Peven( f ) + j c−(βQ,�φQ) Podd( f )

]
(18d)

where c+(u, v), c−(u, v) are defined in (14), and M( f ) is
defined in (15). The Fourier transforms of the hold pulses,
HA( f ) and HB( f ), are given by (6). Finally, it can be shown
that the Fourier transforms of the settling pulses defined in
(17) are

Peven( f ) =
2 exp

(
− Ts

τ

)
1/τ + j2π f

sinh

(
Ts

2

(
1

τ
+ j 2π f

)
(1 + 2α)

)
(19a)

Podd( f ) = (1 + εg)
2 exp

(
− Ts

τ − �θskew
π

(
Ts
τ + j 2π f Ts

))
1/τ + j2π f

× sinh

(
Ts

2

(
1

τ
+ j 2π f

)
(1 − 2α)

)
(19b)

B. Accuracy, Speed, and Utility

We now evaluate the analytical model by comparing it
to behavioral simulations of a 10-bit times-2 interleaved
CS-DAC. The simulations have an oversampling ratio (OSR)
= 8192, i.e., one sample period, Ts , is represented by
8192 samples. The large OSR is so that we can capture
timing-related errors that are a small fraction of Ts , which
pertains to all errors in Table I with the exception of gain
errors. Furthermore, finite settling of the sub-DACs is modeled
using first-order Butterworth lowpass filters (τ/Ts = 0.3).

Table II lists the parameters that are common to the ana-
lytical model and behavioral simulations. We assume that
they are normally distributed with mean-zero and variance
σ 2. Nominally, we ensure that a 3σ error results in a
wideband SFDR of 35dB for the behavioral simulations,
e.g., according to Table II, a gain error of 2.4% guarantees
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Fig. 12. (a) Histogram of R = Cmodel/Csimulation in dB based on 500 randomly generated test vectors. (b) Power and phase accuracy of the analytical
model for the spurs generated by a tone at f1 = 0.4 fs (relative to behavioral simulations).

min f ∈(0, fs/2) SFDR( f ) = 35dB when all other parameters are
zero. To this end, the values of σ are found one at a time via
heuristic tuning of each parameter. Also note that �φI = 0 is
fixed, since varying �φQ is sufficient to model I/Q imbalance
(as inferred from Fig. 5(b)). We use the distributions in Table II
to generate 500 random test vectors (of dimension 6), where
each will serve as a common input to the analytical model and
behavioral simulation for a comparison. Specifically, for each
test vector, we compute

C = 10 log10

(
power sum of the spurious tones

power sum of the input tones

)
(20)

for a two-tone excitation with frequencies ( f0, f1) =
(0.05 fs , 0.4 fs). For the behavioral simulations, (20) is
derived from the DAC output PSD. The PSD bins that cor-
respond to the spurious tones can be derived from the spur
locations in Table I. For the analytical model, we compute (20)
using (18), e.g., the power of the interleaving spur at fs/2 −
f1 is 1

2 K 2
fs/2( fs/2 − f1). Fig. 12(a) illustrates a histogram of

R = Cmodel/Csimulation in dB, which is the ratio of (20) from
the analytical model to that obtained via simulation. Note that
the mean of [R]dB is approximately 0dB with a low spread,
which highlights the accuracy of analytical model for (20).
In addition, the computations of (20) took 13.3 hours for the
behavioral simulations on a modern workstation, while the
analytical model took only 0.83 sec (5.7 × 104 times faster).
The analytical model is fast since computations of (20) simply
require the use of (18). In contrast, the behavioral simulations
require oversampling, filtering, and PSD computations using
Fast Fourier Transforms (FFTs). Fig. 12(b) highlights the
power and phase accuracy of the analytical model for the
spurs generated by the tone at f1 = 0.4 fs . Only 2 out of
the 500 test vectors had parameters that were too small for
the simulation to accurately resolve all spurs (without more
oversampling), so these were discarded from the histograms in
Fig. 12(b). Although omitted for brevity, we observed similar
results for the tone at f0 = 0.05 fs . The minor differences
observed in Fig. 12 may be explained by quantization and
FFT windowing effects that are present in the simulations but
not in the analysis.

Since the analytical model is highly accurate in all regions
of practical interest, it may be used in place of behavioral

TABLE II

PARAMETER DISTRIBUTIONS

simulations in many cases. For example, it could be used to
explore the circuit design space by mapping design tolerances
to spectral impairments and making design trade-offs across
circuit components. The analysis is especially useful when
extensive exploration or experimentation is desired since it
is much faster than simulation. For example, in Section VII,
we consider calibration algorithms and are able to run exten-
sive experiments by using the analytical expressions which
would otherwise be impossible to conduct via simulations.

VII. CALIBRATION ALGORITHM

In this section, we propose a calibration algorithm that
suppresses the spurs in Table I. The algorithm is first described
and then simulated using the analytical model from Section VI.
After discussing the simulated results, we demonstrate its
efficacy on a real, commercially-developed 10-bit TIDAC
operating at 40 GS/s in 14nm CMOS.

A. Algorithm Description

We seek to design a wideband calibration algorithm, i.e.,
one that suppresses the spurs in Table I for frequencies over
the Nyquist band. Hence, during calibration mode, we excite
the DAC with a two-tone signal to avoid narrowband lock-
ing, which is motivated by the results in Section IV and
Appendix A. In many modern transceivers, we have control
over the parameters in Table I. For example, gain control
has been demonstrated by adjusting the bias voltage in the
DAC current cells [19]. The data timing may be adjusted
using phase rotators, as shown in Fig. 2(a) and demonstrated
in [20]. The authors in [10] adjust duty cycle and clock skew
for a times-2 interleaved DAC using circuits similar to those
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Fig. 13. Wideband SFDR results (a) Two-tone calibration with tones at νcal,0 = 0.05 and νcal,1 = 0.4. (b) Single-tone calibration with a tone at νcal = 0.24.

in [21]. Therefore, we propose to solve the following integer
programming problem

s∗ = argmin
s

C(s) (21)

with cost function as in (20)

C(s) = 10 log10

(
power sum of the spurious tones

power sum of the input tones

)
(22)

where s is a vector of integers that map to the parameter con-
trol settings. Although there are seven controllable parameters
in Table I (εg , α, �θskew, βI , βQ,�φI ,�φQ ), it is sufficient to
control only six of them. Specifically, we can drop either �φI

or �φQ , since only one of these is needed to correct the I/Q
imbalance (as inferred from Fig. 5(b)). Hence, s ∈ S ⊂ R

6 is
comprised of the parameters in Table II, where S is the
parameter search space. Note that it is generally infeasible
to solve (21) via a brute-force search over S. For example,
if 5-bit control is used for each parameter, then S is comprised
of (25)6 = 230 possible vectors. Instead, we propose to use
simulated annealing [22], since it promotes convergence to
the global optimum for problems with a large, discrete search
space. For the simulations that follow, we assume that the
parameters are distributed as in Table II (each with a control
range of ±3σ ).

B. Simulations

We now simulate the proposed two-tone simulated anneal-
ing algorithm for finding (21). For comparison, we also apply
simulated annealing with a single tone as in [5]. Simulating
K iterations of the simulated annealing algorithm requires
K computations of (22), and we show that large values of
K are required when more control bits are used, e.g., K >
1000 when 5-bit control is used for each parameter. Hence,
we run the simulations with the analytical model (where the
computations of (22) are done using (18)), since it is accurate
and runs much faster than the behavioral simulations (as we
described in Section VI). Furthermore, we leverage its speed
to simulate the algorithm over hundreds of randomized initial
parameters, which we draw from the distributions in Table II.

In Fig. 13(a), we show simulated results for the two-tone
calibrated SFDR vs. iterations for different control resolutions
(which are assumed to be identical for each parameter). Each

Fig. 14. Overlapped parameter trajectories for 20 runs of simulated annealing
(a) Two-tone calibration. (b) Single-tone calibration.

data point represents the minimum (worst-case) SFDR over
the Nyquist band (averaged over 100 independent runs of
simulated annealing) and the calibration aims to maximize
this quantity. Without calibration, the SFDR is approximately
40dB. When calibrated with enough iterations, the SFDR is
increased significantly, e.g., by over 25dB for 5-bit control.
Note that the number of iterations required for convergence
increases with the number of control bits. For example, the
algorithm converges after roughly 1000 iterations in the 5-bit
case. In contrast, the 7-bit case requires roughly 3000 iterations
since it has a larger parameter search space. It is worth
mentioning that producing Fig. 13(a) took 16 hours using the
analytical model on a modern workstation. With the behavioral
simulations described in Section VI, this corresponds to an
infeasible run time of 104 years.
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Fig. 15. Narrowband SFDR results (a) Two-tone calibration with tones at νcal,0 = 0.05 and νcal,1 = 0.4. (b) Single-tone calibration with a tone at νcal = 0.24.

Fig. 13(b) shows SFDR results for single-tone simulated
annealing, where there is only a modest improvement
relative to the uncalibrated result (independent of the
control resolution). This is a consequence of narrowband
locking, as evident from Fig. 14(b) which overlays parameter
trajectories for 20 runs of single-tone simulated annealing.
Specifically, for several of these runs, parameters α, εg , �φQ ,
and �θskew converge to nonzero values. While these solutions
result in a high SFDR at the calibration frequency, as shown
in Fig. 15(b), they perform poorly over the full Nyquist band.
Single-tone simulated annealing exhibits random narrowband
locking, since locking onto narrowband solutions is not
guaranteed for every run of the algorithm (e.g., see the results
outlined in green for the histogram in Fig. 13(b)). Such
locking was not observed for the two-tone case, as evident in
Fig. 14(a) where the parameters converge near zero for every
run of the algorithm.

The narrowband locking behavior shown in Fig. 14(b)
is caused by a similar phenomenon as that discussed in
Section IV. Specifically, the single-tone gain error cancella-
tion approach considered in Section IV was proven to have
deterministic narrowband locking due to coupling between the
gain and C2 clock duty cycle errors. If single-tone simulated
annealing was used to calibrate just gain and C2 clock duty
cycle errors, it would suffer from this effect, but since both
of these parameters are adjusted, this narrowband locking
would not be observed for every initialization (i.e., random
narrowband locking). The single-tone simulated annealing
algorithm in this section calibrates more than just gain and C2
clock duty cycle errors and may be prone to other parameter
coupling effects. In fact, the results in Fig. 14(b) suggest that
coupling exists between four parameters: α, εg , �φQ , �θskew.
Specifically, we observe narrowband locking with non-ideal
settings for these four parameters. In contrast, the results in
Fig. 14(a) suggest that using two-tone calibration eliminates
narrowband locking. To investigate this further, we ran a
numerical grid search over the parameter search space, S, and
found that cost function (22) had a unique global minimum
at the origin for the two-tone case (where all parameters in

Fig. 16. Modern transceiver used to demonstrate the simulated annealing
calibration algorithm.

Table II are equal to zero). In contrast, a similar search for
the single-tone case had several global minima away from the
origin.

The choice of frequencies for the calibration tones is impor-
tant to consider. We simulated the algorithm with calibration
tones of the form (νcal,0, νcal,1) = (0.25 − �ν/2 − δ, 0.25 +
�ν/2), where �ν ∈ (0, 0.5) is the tone spacing and δ > 0 is
a small offset to ensure that the calibration tones do not
overlap with the targeted spurs in Table I. An SFDR penalty
was observed for calibration tones that were too far apart
or too close together (e.g., a 10dB penalty if �ν = 0.1 or
�ν = 0.49). If the calibration tones are too far apart (e.g.,
�ν > 0.49), then νcal,0 ≈ 0 and νcal,1 ≈ 0.5, which is
undesired since the C4 image spurs are shaped by sin(2πν),
as mentioned in Section V. Hence, these targeted spurs would
only negligibly affect (22) during calibration. On the other
hand, calibration tones that are too close together (e.g., �ν <
0.1) can result in narrowband locking.

One practical implementation of simulated annealing is to
utilize a high-speed ADC together with FFTs to compute
(22), and we demonstrate this in Section VII.C. In contrast,
gain error cancellation (from Section IV) with a single tone
near Nyquist requires only a low-speed ADC (to measure the
fs/2− fcal spur), however, it exhibits deterministic narrowband
locking and does not account for the C4 image spurs.
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Fig. 17. Two-tone and single-tone simulated annealing calibration (a) Maximum of the C2 and C4 image spurs in dBc (from Table I). Losses from the test
board, cables, and balun have been de-embedded from the measurements. Raw output spectrum comparison (using a Keysight N9040B UXA Signal Analyzer)
with fundamental tones at (b) f0 = 8.54GHz. (c) f0 = 16.08GHz.

C. Measured Results

We now demonstrate two-tone and single-tone simulated
annealing calibration on a 10-bit times-2 interleaved CS-
DAC in 14nm CMOS from Jariet Technologies Inc.6 The
DAC is part of a modern transceiver chip with a high-speed
10-bit ADC that we use in the algorithm for DAC output
measurements. Moreover, we have control over all of the
parameters in Table II, except for C2 clock skew, so this is
excluded during calibration.

Fig. 16 illustrates a block diagram of the transceiver. A C2
clock at 20GHz is synthesized from a PLL that uses a reference
clock (REFCLK) supplied by a signal generator. This allows
both the DAC and ADC to operate at an aggregate sample
rate of 40GS/s. The ADC can sample the DAC output via an
on-chip measurement path, which allows the ADC to capture
the full Nyquist band of the DAC. The Field Programmable
Gate Array (FPGA) serves as a bridge between the PC and
Serial Peripheral Interface (SPI), allowing the control registers
that are part of the DAC and ADC to be read and modified.
For testing purposes, we wrote the algorithm in Python to
run on the PC. In practice, one would implement it on an
embedded MCU. To compute (22), we sample the DAC
output using the ADC and then compute a FFT of size
N = 8192. The FFT is the dominant computation task of
the calibration algorithm. While computing 500 FFTs of size
N = 8192 on an embedded MCU requires only a few seconds,
utilizing Goertzel filters [23] at the measurement frequencies
can further speed up this operation.

Fig. 17(a) illustrates the maximum of the spurs in Table I at
frequencies over the Nyquist band (in dBc). The uncalibrated

6Our motivation is to demonstrate the calibration algorithm on a modern
TIDAC that exhibits the errors analyzed in this work. Comparing the specific
DAC used to state-of-the-art circuit research is beyond the scope of the paper.

results are based on nominal settings for each parameter. The
calibrated results show the best and worst of 10 simulated
annealing runs using single-tone and two-tone calibration
signals. Evaluation of a particular run is determined by the
wideband performance of the parameters returned after cali-
bration. To this end, our metric is the maximum of the quantity
in Fig. 17(a) over the Nyquist band – for example, comparing
the purple and green curves, we consider the green one to
be better since this metric is roughly -48dBc and -55dBc,
respectively. Our motivation behind running the algorithm
multiple times is for a deeper exploration of the solution
space. Specifically, since simulated annealing is a random
algorithm, it often converges to a local minimum instead of
the global minimum. However, such local minima are often
close enough to the global minimum to be considered feasible
solutions for the intended application. For example, even the
worst case two-tone solution in Fig. 17(a) still guarantees that
the targeted spurs will be below -48dBc over the Nyquist
band. For the single-tone case, the calibration signal was a
tone at fcal = 9.48GHz. An additional tone was included
for the two-tone case, i.e., fcal,0 = 9.48GHz and fcal,1 =
18.8GHz. Note that for single-tone calibration (worst case),
the performance starts to degrade for frequencies greater than
the calibration frequency (9.48GHz), which is indicative of
narrowband locking. Although the two-tone calibration signal
also includes 9.48GHz, such locking is not observed due to
the presence of the additional tone at fcal,1 during calibration,
resulting in a 15dB improvement near the Nyquist frequency.
Fig. 17(b) compares single-tone and two-tone calibration by
means of the output spectrum at f0 = 8.54GHz.7 Note that
the targeted spurs (from Table I) are suppressed significantly

7Note that the upward slope within the noise floor is an artifact of noise
density variation in the spectrum analyzer.
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in both cases. A similar comparison is shown in Fig. 17(c)
for a tone at f0 = 16.08GHz. We suspect that the second and
third harmonics (HD2, HD3) are caused by errors commonly
encountered in CS-DACs [24]–[26]. The literature involving
the calibration of such errors is rich, and the work in [24]
provides an overview of several calibration techniques.

One practical consideration is the resolution of the ADC that
is used to measure the targeted spurs. Specifically, if the ADC
resolution is too low, the targeted spurs will be masked by
quantization noise. For high-resolution ADCs (e.g. 10 bits),
the processing gain from the FFT (i.e., 10 log10(

M
2 ) dB for

an M-point FFT) helps resolve spurs below the quantization
noise level [27]. Conservatively, a signal-to-noise ratio (SNR)
of at least 20 dB for each of the targeted FFT bins should be
enough to neglect quantization effects. Accordingly, we have
Pspur + 6.02 BADC + 1.76 + 10 log10(M/2) ≥ 20, where Pspur
is the targeted spur power and BADC is the ADC resolution.
For example, with a 10-bit ADC and a 8192-point FFT
(providing 36 dB processing gain), the effects of quantization
are negligible for spurs above -78dBFS. In addition, if other
ADC nonidealities also produce spurs at the same locations
as the targeted spurs, then it is important that they are kept
sufficiently low in order to ensure an adequate SNR. For
example, timing mismatch between sub-ADCs in a time-
interleaved ADC will also produce a C2 image spur [28].
Fortunately, calibration schemes for these types of nonideal-
ities are well-documented in the literature [29]. While ADC
calibration is beyond the scope of this paper, it is important to
note that the ADC in Fig. 16 was calibrated prior to calibrating
the DAC.

VIII. CONCLUSION

This paper presented analysis and calibration of interleaving
and data timing errors that are encountered in modern times-2
interleaved CS-DACs. First, we derived key insights by ana-
lyzing the effects of these errors in isolation. For example,
the coupled analysis of gain and duty cycle errors uncovered
the drawback of calibration via gain error cancellation (i.e.,
deterministic narrowband locking), which motivated the use
of two tones in calibration mode. Moreover, we showed how
data timing errors create spurs when finite settling of the
sub-DACs is considered. We then developed an analytical
model that includes all of the errors considered in this paper
and highlighted its speed and accuracy relative to behavioral
simulations. The speed and accuracy of the analytical model
was leveraged to run extensive simulations of the proposed
two-tone calibration algorithm. The simulation results showed
that the use of two tones in calibration mode avoids narrow-
band locking, resulting in solutions that are effective over
the full Nyquist band. This is an improvement over the
previous single-tone approaches (e.g., gain error cancellation
and single-tone simulated annealing), as these are prone to
narrowband locking. The efficacy of the algorithm was then
demonstrated experimentally on a 10-bit times-2 interleaved
CS-DAC, operating at 40GS/s in 14nm CMOS.

Finally, it is worth noting that our proposed approach is
classified as foreground calibration, i.e., it does not consider
environmental variations. A useful direction for future work

would be to quantify the sensitivity of the parameters in Table I
to variations in, for example, temperature and supply voltage.
Moreover, developing background calibration algorithms that
remedy such variations would be another fruitful research
opportunity.

APPENDIX A
TWO-TONE CALIBRATION ANALYSIS

In this appendix, we motivate the use of two tones in
calibration mode where only gain and C2 clock duty cycle
errors are considered (εg and α). Suppose the TIDAC is
excited by a two-tone calibration signal of the form x(t) =
1
2 cos(2π fcal,0 t) + 1

2 cos(2π fcal,1 t), fcal,0 �= fcal,1. This cre-
ates one interleaving spur at fs/2 − fcal,0 and another at
fs/2 − fcal,1. Both of these spurs are zero if and only if
(α, εg) = (0, 0), and we prove this as follows. First, recall
that the interleaving spur at fs/2 − fcal,0 vanishes when εg =
εg(α; νcal,0), i.e., for gain errors as in (8). Similarly, the inter-
leaving spur at fs/2 − fcal,1 vanishes when εg = εg(α; νcal,1).
Hence, both interleaving spurs vanish simultaneously when
εg(α; νcal,0) = εg(α; νcal,1), i.e.,

sin
(
π(1/2 − νcal,0) (1 + 2α)

)
sin

(
π(1/2 − νcal,0) (1 − 2α)

)
= sin

(
π(1/2 − νcal,1) (1 + 2α)

)
sin

(
π(1/2 − νcal,1) (1 − 2α)

) (23)

Note that α = 0 is a solution to (23). Moreover, it is in fact
the unique solution in the interval of interest α ∈ [−0.5, 0.5].
To prove this, we show that (23) cannot hold for α ∈ A− ∪
A+, where A− = [−0.5, 0) and A+ = (0, 0.5]. To this end,
we show that the following function

f (w) = sin (πw (1 + 2α))

sin (πw (1 − 2α))
(24)

is one-to-one over the domain w ∈ [0, 0.5] for α �= 0.
A property of such a function is that f (w0) = f (w1) implies
w0 = w1. However, this property cannot hold for (23) since
νcal,0 �= νcal,1 is assumed. It can be shown that the sign of the
d f/dw is determined by the following quantity

G(w) = 2α sin(2πw) − sin(4πwα) (25)

Note that (25) is a continuous function over I for any α ∈
A− ∪ A+. It is straightforward to verify that there are no
critical points in the open interval I ′ = (0, 0.5) by setting
dG/dw equal to zero and solving for w. By the extreme
value theorem, this means that the absolute extrema must lie
at the endpoints of I , i.e., w = 0 and w = 0.5. Accordingly,
we have G(0) = 0 and G(0.5) = − sin(2πα). Therefore,
if α ∈ A+ then G(w) ≤ 0 ∀ w ∈ I . Since the sign of d f/dw
is determined by G(w), this also implies d f/dw ≤ 0 ∀ w ∈ I .
Thus, we conclude that (24) is one-to-one over I for any
α ∈ A+. Analogously, we also conclude that f (w) is one-to-
one over I for any α ∈ A−. Hence, (24) is one-to-one over
I for any α ∈ A− ∪ A+. Consequently, α = 0 is the unique
solution to (23) in the interval of interest α ∈ [−0.5, 0.5].
Furthermore, substituting α = 0 into (8) yields εg = 0. Thus,
calibration based on two distinct tones promotes convergence
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to the wideband solution (α, εg) = (0, 0), i.e., it avoids
narrowband locking at just a single frequency.

APPENDIX B
ANALYSIS OF DATA TIMING ERRORS

In this appendix, we derive the output spectrum coefficients
in (3) where only data timing errors are considered. Specifi-
cally, referring to Table I, we only consider βI , βQ (C4 clock
duty cycle errors) and �φI ,�φQ (C4 clock phase errors).
Fig. 9 illustrates how these errors affect the data timing. First,
recall that the analysis with ideal data timing resulted in (10)
for the even sub-DAC. If we include C4 clock errors in the
analysis (i.e., βI and �φI ), then this becomes

eeven(t) =
(

�x(t)
∞∑

k=−∞
δ(t − 4k Ts)

)
∗ p0(t)

+
(

�x(t)
∞∑

k=−∞
δ(t − (4k + 2) Ts)

)
∗ p2(t) (26)

where

p0(t) = e− 1
τ (t+Ts+2βI Ts− 2

π �φI Ts ) h(t) (27a)

p2(t) = e− 1
τ (t+Ts−2βI Ts− 2

π �φI Ts ) h(t) (27b)

�x(t) is defined in (11), and h(t) = rect(t/Ts). We observe
that (26) has two separate terms, unlike in (10). This is a
consequence of duty cycle error βI , since samples x[4k] fire
early by 2βI Ts and samples x[4k + 2] fire late by the same
quantity, as shown in Fig. 9(a). For convenience, we rewrite
(26) as

eeven(t) =
(

c0 �x(t)
∞∑

k=−∞
δ(t − 4k Ts)

)
∗ p(t)

+
(

c2 �x(t)
∞∑

k=−∞
δ(t − (4k + 2) Ts)

)
∗ p(t)

(28)

where

c0 = e− 1
τ (2βI Ts− 2

π �φI Ts ) (29a)

c2 = e− 1
τ (−2βI Ts− 2

π �φI Ts) (29b)

and p(t) is defined in (12), which is the settling pulse with
ideal data timing. Note that βI and �φI are now embedded in
the constants in (29). Analogously, for the odd sub-DAC we
have

eodd(t) =
(

c1 �x(t)
∞∑

k=−∞
δ(t − (4k + 1) Ts)

)
∗ p(t)

+
(

c3 �x(t)
∞∑

k=−∞
δ(t − (4k + 3) Ts)

)
∗ p(t) (30)

where

c1 = e− 1
τ (2βQTs− 2

π �φQ Ts) (31a)

c3 = e− 1
τ (−2βQTs− 2

π �φQ Ts) (31b)

Proceeding with the Fourier transform of (28) yields

Eeven( f ) = fs

4
P( f )

∞∑
k=−∞

�X ( f − k fs/4)
(

c0 + (−1)kc2

)
(32)

where �X ( f ) and P( f ) are the Fourier transforms of (11)
and (12), respectively. Further simplifying by separating the
even and odd terms yields

Eeven( f )

= fs

4
c+(βI ,�φI ) P( f )

∞∑
k=−∞

�X ( f − k fs/2)

− fs

4
c−(βI ,�φI ) P( f )

∞∑
k=−∞

�X ( f − (2k + 1) fs/4)

(33)

where c+ (u, v) and c−(u, v) are defined in (14). Further-
more, note that the Fourier transform of (11) is �X ( f ) =
M( f ) P( f ) where M( f ) and P( f ) are defined in (15) and
(16), respectively. Substituting this into (33) yields

Eeven( f ) = fs

4
c+(βI ,�φI ) P( f ) M( f )

∞∑
k=−∞

X ( f − k fs/2)

− fs

4
c−(βI ,�φI ) P( f ) M( f + fs/4)

×
∞∑

k=−∞
X ( f − (2k + 1) fs/4) (34)

where we have used the fact that M( f − k fs/2) = M( f ) and
M( f − (2k + 1) fs/2) = M( f + fs/4). Similarly, the settling
error spectrum for the odd sub-DAC may be derived by taking
the Fourier transform of (30), which is

Eodd( f ) = fs

4
c+(βQ,�φQ) P( f ) M( f )

×
∞∑

k=−∞
X ( f − k fs/2) (−1)k

+ j
fs

4
c−(βQ,�φQ) P( f ) M( f + fs/4)

×
∞∑

k=−∞
X ( f − (2k + 1) fs/4) (−1)k (35)

where j = √−1 is the imaginary unit. Finally, the output
spectrum, Y ( f ), is the sum of (34), (35), and (2b), which is
of the form (3) with coefficients as in (13).
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