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Abstract—The problem of performing iterative detection b | ouwer |™m
(ID)—a technique originally introduced for the decoding of turbo cc
codes—for systems having parametric uncertainty has received
relatively little attention in the open literature. In this paper, the
problem of adaptive ID (AID) for serial and parallel concatenated
convolutional codes (SCCC’'s and PCCC's or turbo codes) in
the presence of carrier-phase uncertainty is examined. Based on
the theoretical framework in [1], [2], adaptive soft inverse (ASI)
algorithms are developed for two commonly used blocks in turbo
codes, leading to the adaptive soft-input soft-output (A-SISO) and
the adaptive soft demodulator (A-SODEM) algorithms. Based on
these algorithms, practical AID receivers are presented. Several
design options are proposed and compared and the impact of
parametric uncertainty on previously established results for (©
iterative detection with perfect channel state information (CSl) is
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I. INTRODUCTION (d)

HE introduction of parallel concatenated convolution ig. 1. (a) Seriallconcatenation of_ CC'’s. (b) ID network for prefect CSI
arrows marked with an«” denote input/output ports that are not used).

codes (P(_:CC’S or turbo codes) [3], and serial concat@y A-SoDEM-based iterative receiver. (d) A-SISO-based iterative receiver
nated convolutional codes (SCCC's) [4] was arguably one (fie soft demodulator is part of the A-SISO).

the most significant advances in coding theory. These codes

are constructed as concatenations of simple constituent c:oqi)%:9 performing optimal processing considering only the local

and have been shown to achieve near-capacity performangg, .y re of the corresponding subsystem in the original net-
In a standard SCCC, shown in Fig. 1(a), a block of the inpyl, 4 are connected in an intuitive way to form the ID net-

sequence is encoded by an outer convolutional code (CC). k. In general, thesoft inverserequires marginalization of
coded symbols are fed to an inner CC through a pseudorand%riﬂ

; t probabilities over all combinations of possible input/output
interleaver and the output symbols are then mapped onto gé%uences. When the subsystem is a finite state machine (FSM),
constellation points and transmitted to the channel.

however, the soft inverse can be computed efficiently using the

When perfect channel state information (CSI) is available,&,_¢ieqd forward—backward soft-input soft-output (SISO) algo-
decoder that approximates maximum-likelihood sequence dgr [5], which is a generalization of the well-known BCJR

tection (MLSD) performance with reasonable complexity Caé\gorithm [7]. Such a receiver is shown in Fig. 1(b) for the

be constructed, by utilizing a novel decoding technique, namelyse ot sccc with perfect CSl [the system in Fig. 1(a)], where
iterative detection (ID) [3]. The effectiveness of ID can be athe notation is similar to [5] (the block denoted SODEM is a
tributed to the exchange of soft information related to the inp"%ft—output demodulator, i.e., tiseft inverseof the modulator).

output symbols _Of _each const?tuent CC.In[3], a SyStemat'jé“imilarly, the ID network for a PCCC code can be constructed
approach to designing ID receivers was presented for systeurgﬁ]g simplesoft inverseblocks, as shown in Fig. 2(b).

consisting of an interconnection of multiple subsystems. In thisln many practical situations, perfect CSl is not available at the

approach, which is consistent with the more general theory @f.aiver ‘Consequently, an iterative receiver should be able to
probability propagation in graphs [&pft inversédlocks—each  yaa with the unknown, and possibly time varying parameters.

The systematic procedure for building ID receivers presented
Paper approved for publication by N. C. Beaulieu, the Editor for Wireled§! [5]’_Can be_ extended to the nonperfect-CSl case as TOHOWS:
Communication Theory of the IEEE Communications Society. Manuscript radaptivesoft inversg ASI) blocks—each one corresponding to

ceived March 31, 2000; revised April 15, 2001 and June 15,2001. g subsystem in the original network—are constructed and con-
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Fig. 3. (a) Isolated FSM with unknown parameter. (b) Uncoded data sequence
() with unknown parameter.
| SISO 1 on A-SISO’s can also be built for PCCC's, as will be described
- % i i i i
- 3  SODEM in deta_ll in this work. _
7] 2 In this paper we consider the above approaches to AID for
S S phase tracking in SCCC and PCCC systems. In Section Il we
develop two basic ASI blocks, namely the A-SISO and the
© A-SODEM, by appealing to the framework established for the
linear estimation problem in [1], [2], [13]. We then apply these
ASSOUL ST - algorithms for AID for phase tracking in SCCC (Section III)
U and PCCC (Section 1V). These results demonstrate that the
Metric <“;<’*><” > Parametes dramatic gains in performance associated with turbo codes
Braluation P relative to traditional convolutional coding are maintained
£ "_,,1__\_;_)@:}_\_\ in the presence of severe phase dynamics if and only if a
I A-SISO2 well-designed AID scheme is used.

\

Closed after 1st iteration

%) Il. PRACTICAL ASI ALGORITHMS FORPHASE TRACKING IN

TurBO CODES
Fig. 2. (a) Parallel concatenation of CC’'s (the block labeled MAPPER

performs puncturing and it represents a memoryless function in generg). Practical A-SISO Algorithms
(b) ID network for perfect CSl (the block named SOMAP is #adt inverse

block corresponding to the MAPPER, as in [5]). (c) A-SODEM-based iterative Consider an isolated FSM, shown in Fig. 3(a), with inppt
receiver. (d) A-SISO-based iterative receiver (the soft demodulator is Pa”é’tfatesk—together constituting the transitiagp = (Sk xk)_
the A-SISO). : X ’
and outputy,, where eacintegerquantityuy, (i.e.,zx, yx, Sk, Or
ty) Is assumed to take valuesinthe det= {0,1,..., N, —1}.
which runs only before the first iteration and effectively dercFhe outputy; is mapped to the complex symbgl| and trans-
tates the observation, which is then processed by the perfect-@fitted on an AWGN channel, which introduces phase offget

ID receiver [8]. as well, resulting in the following complex baseband model
An alternative approach considers both the modulator and the 0
channel as a separate subsystem, auftanverseblock for this Zp = qre" )

subsystem is derived, namely the adaptive-soft-output democL—ere the symbols, are normalized to unit average energy

ulator (A-SODEM). In this way, the estimation process is tied "¢ . . ) . .

with the detection process through the exchange of soft or hgi,qu]sEcompIQex Erjc\;ﬂagaddﬂ:jv; V\.'h'ttﬁ Gausswlm noise (AWGN)
information between the A-SODEM and the rest of the ID nel'th £inx[*} = .0/ s» @NdL;, 1S the Symbol energy.

work, as shown in Figs. 1(c) and 2(c), for SCCC and PCCC, re—In [1], [13] a slightly different obser.va.non model was as-
spectively. This is roughly the approach followed in [9] and [1 umed, where the unknown parameter is linearly dependent with

for the case of decoding of PCCC's in a flat fading channel. e observation as shown in (2)
Finally, when the inner CC of a SCCC, the modulator, and the
channel are treated as a combined subsystem, the ID structure
depicted in Fig. 1(d) emerges, where the corresponsiafigin-  In particular, under the assumption of the unknown parameter
verseblock is the adaptive SISO (A-SISO) algorithm introduce@leing a deterministic but unknown constant, algorithms were
in [1], [2], [11], that jointly estimates the unknown parameterdeveloped for the exact evaluation of the extrinsic information
and provides soft information on the data symbols. An algen a generic quantity (i.€., zx, v, s&, Of t) based on the

rithm with a similar structure was developed in [12]. While thigntire observation record, defined by

approach is straightforward to implement for SCCC, this is not

the case for PCCC, since both CC's are directly involved in the APP(ug) e max P (25, 26 9) (3)
generation of the output symbol. Modified ID structures, based oy Y

2k = Qg + N 2



ANASTASOPOULOS AND CHUGG: PHASE TRACKING IN TURBO-CODED SYSTEMS 2137

Observation

wherexy denotes the vectdry, ..., z,], 2] : u; denotes all
input sequencesy consistent with, ande is a normalizing Forward Backward
constant. Furthe?more, in [1], [2] exact algorithms were devel- rearson. Recursion.
oped for the case of the unknown parameter being modeled as 6, 4\ [
Gauss Markov (GM) random proces#s could be expected fm H;SC
from the hard-decision literature [14], these exact algorithms Bstimators |3 Estimators
have exponential complexity in the sequence lemgthus sub-
optimal practical algorithms were developed. Among the multi- @)
tude of algorithms developed in [1], [2], [13], we now describe -2rvation
two basic families of practical algorithms, the basic character- Forward Backward
istics of which are: P : *Rersions > | Recursions
» Forward/backward recursions on a trellis, similar to the 8cd L
recursions performed in the BCJR [7], or the perfect-CSI 4] Phase APy Phase 4]
SISO [5] algorithms. Estimator ~ 7| Estimator
» Multiple, per-state parameter estimation, in a way similar d delayed/advanced tentative decisions
to the per-survivor processing (PSP) [14] hard-decision al- (b)

gorithms, bOt_h in the forward a”q in t_he t_)aCkward dire_qfig. 4. (a) Multiple-estimator and (b) single-estimator suboptimal (practical)
tion. Alternatively, parameter estimation is performed iRn-siSo algorithms.
both directions using a single external delayed decision

(rji't;]erﬁ;ed estimator, as in [15}-{17], for hard decision algo;:iruning in the forward and backward trees, and eventually, the

« The existence of hindingterm that quantifies the agree_compIeX|ty of the algorithm. This technique has been used ex-

ment of the forward and backward phase estimates. Trtltlasnswely in the problem of data detection in the presence of un-

term is only present in the nonperfect-CSl case and is a mjown parameters (€.g., [21], [22])
Ir;z(Etz ]co[ﬁ(]aq[li(:a);ce of the theoretical framework developgq Practical A-SODEM Algorithms
To obtain practical A-SISO algorithms for the nonlinear pa- We now consider the isolated system depicted in Fig. 3(b),
rameter model in (1), we suggest replacing the parameter e¥there an uncoded sequence is modulated and transmitted
mators in the 0rigina| A-SISO’s by some nonlinear egtimatdlhrough the channel described earlier. We define the A-SODEM
i.e., in a similar manner suboptimal nonlinear parameter es#s thesoft inverseblock that provides extrinsic information on
mators were used in conjunction with PSP in the hard-decisien based on the observatia. Clearly, the system in Fig. 3(b)
literature [18], [19]. In this paper, a simple first order decisiofian be thought of as a special case of the system shown in

directed phase-locked loop (DD-PLL) is used Fig. 3(a), with anidentity FSM having the input and output
equal tox;, at each timek. In this sense, the A-SODEM is an

b = 011 + AS{zqie %1} = fB_1,qn)  (4) A-SISO corresponding to thidentityFSM. We emphasize that
the corresponding algorithm trellis can be arbitrary. In partic-
where the design parametgrcontrols the PLL noise equiva- y|ar, defining the super-stai¢ = (zx_f,. .., zx_1), a family
lent bandwidth [20] (normalized to the symbol timB), = of practical algorithms can be derived in a straightforward way
A/(4 —2X), and3{a} denotes the imaginary part of The having structure similar to the A-SISO’s shown in Fig. 4. We
resulting algorithms, named A-SISO-MULT (i.e., multiple esare especially interested in the simplest cas&of 0, since
timators) and A-SISO-SING (i.e., single estimator), are showhjs will provide useful links with existing adaptive algorithms.
in Fig. 4, and are precisely described in Appendixes A and Binder this simplifying assumption, the algorithm trellis reduces
respectively. In addition, by setting the binding term in (15 a single-state trellis withV, parallel transitions and the
equal to zero, two variations of the algorithms described in Agesulting A-SODEM algorithms simplify considerably. The
pendixes A and B emerge, namely A-SISO-MULT-NB (i.e., Ngesulting family of A-SODEM'’s is named A-SODEM-SS
binding) and A-SISO-SING-NB, respectively. All of these al{j.e., single state), and is described in Appendix C. One can
gorithms are summarized in Table . _ _ also envision different variations of the algorithm described in
At this point we emphasize that the trellis on which these akppendix C. We are especially interested in the three variations
gorithms operate is not tightly related to the trellis implied byescribed below, which are also summarized in Table I.
the FSM modet. In.fact, we can generalize the n_onon ofthe The backward recursion is eliminated, which implies that
states;, and transitiont; to longer sequence portions. As an binding term in (15) can be set to zero, since there is
example, a super-state and super-transition can be_deflned aS o backward metric to be bound with the forward metric.
sk = (Sk—t, Tr—k; - 21—1) ANAE, = (s, ;) for arbitrary This algorithm is named A-SODEM-SS-FW (i.e., forward
K, which is a design parameter that determines the amount of . <ion only).
The extrinsic information computed in this case WAPP(u,) * The transition metric used in the forward recursion is sim-
¢ Danay Bap AP0 25 195)} plified by eliminating thea priori soft information, i.e.,
2To distinguish these two trellises, the former is referred to as the algorithm ~ (16) IS 3|mp||f|ed_ Loy (z,0) = (Es /NO) |21 — m(x)cw %,
trellis, while the later is referred to as the FSM trellis. where all quantities are defined in Appendixes A and C.
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TABLE |
SUMMARY OF PRESENTEDASI ALGORITHMS
Algorithm Variation Description
o A-SISO-MULT Appendix A
2] A-SISO-MULT-NB Appendix A, with binding term in (15) set to zero
1’ A-SISO-SING Appendix B

A-SISO-SING-NB Appendix B, with binding term in (15) set to zero
A-SODEM-SS-FW A.pp('endix C, With backward recursion eliminated and
binding term in (15) set to zero

Appendix C, with backward recursion eliminated,
binding term in (15) set to zero, and transition metric

EXT E -

in(16) setto ¥, (x,0) =—=| z, — m(x)e’” |
N,

Appendix C, with backward recursion eliminated,

A-SODEM-HD binding term in (15) set to zero, and transition metric

in(16) setto ¥, (x,8) = S, (x)

A-SODEM
A-SODEM-SS
(Appendix C)

Furthermore, the backward recursion is eliminated, amack probability, tracking bandwidth, and BER in the tracking
the binding term in (15) is set to zero. Since the soft infornode are all relevant performance measures. Initial experiments
mationSI () is not utilized, this algorithm is a nonitera-suggested that cycle slipping was a major performance limiting
tive scheme which needs to be activated only once, befdeetor. This is because the operating SNR is very low and the
the iterative decoding process. This algorithm is exactlylock length (interleaver size) is large. Thus, we consider the
the one proposed in [8] and is named EXT (i.e., externadsertion of pilot symbols. In particulaty, pilot symbols are
PLL) herein. inserted in the transmitted sequence for ev&ycoded sym-

* The transition metric used in the forward and backwardbls. The pilot insertion loss is accounted for by lowering the
recursions is simplified by eliminating the dependendeansmitted symbol energy as
on the observation, i.e., (16) is simplified 4@(x, 8) = N
SIx(z), and the binding term in (15) is set to zero. Under E, = E,RR, = EbRoRiﬁ log, @ (5)
the first simplification, the forward and backward de- a+ N
modulation steps produce the same hard estimate on eereE; is the energy per information bit.
symbolzy. This, together with the second simplification, )
implies that the backward step can be eliminated. Thisfs Receivers
roughly the approach followed in [10] for PCCC's in flat The structure of a SCCC is one of a serial concatenation of
fading channels and can be summarized as follows for theo FSM'’s through an interleaver and therefore it permits the
phase tracking problem: The incoming soft informatioiterative receiver shown in Fig. 1(b) for the case of perfect CSI.
SIi(x) is thresholdedo extract the corresponding hardSimilarly, the block diagram of the iterative receiver that uti-
decisionsz},. A DD-PLL runs in the forward direction lizes an A-SODEM and inner and outer nonadaptive SISO's is
to update the phase estimates. New soft information seown in Fig. 1(c), while the A-SISO based receiver is shown
calculated assOx(z) = (Es/No)|z — m(z)e’® 1|2, in Fig. 1(d).
wheref,_, is the phase estimate corresponding to time )
% — 1, and all quantities are defined in Appendixes A anf- Numerical Results
C. This algorithm is named A-SODEM-HD (i.e., hard The SCCC system simulated in this section consists of an

decisions). outer 4-state, raté/2 CC, connected through a lengifi =
16 384 symbol pseudo-random interleaver to an inner 4-state,
Il. SCCC WITH CARRIER PHASE TRACKING rate2/3 CC. The corresponding generator matrices are given
As shown in Fig. 1(a), in a SCCC the sequence of source b?t\é
b, is partitioned into blocks and convolutionally encoded using Gowter (D) = [1 % ] (6a)
arateR, outer CC, producingv coded symbols,,. These sym- 1 0 —1tp?
bols are fed to an inner CC of rafg through a pseudorandom Ginner (D) = { DA } (6b)
symbol interleaver of length N. The output symbolg; are 0 1 oo

mapped onto a constellation of sigg resulting in an overall The output symbols are mapped to an 8-ary Phase Shift Keying
code rate of? = R, R; log, @ (bits per channel use). The com{8PSK) constellation with Gray encoding, resulting in an overall
plex symbolsy;, are transmitted through an AWGN channel, reeode ratel2 = 1/2 x 2/3 x log, 8 = 1. The phase process is

sulting in the complex baseband model of (1). generated as a random walk as in [23]
The effectiveness of the adaptive iterative detection algorithm
can be assessed by a number of factors. For example, loss of Or = Or—1 + ¢ ()

3In [5] it was shown that bit interleaving yields better performance with yheregy '.S aGaus_S|an 'ncr?men.t of zero mean and Var_'a'éce
slightly more complicated decoder structure. The algorithm trellises are identical to the corresponding FSM
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Fig. 5. BER versus loop bandwidth for the SCCC with static phase. CurvE®). 6. BER versusi, /N, for SCCC with phase dynamics and various
corresponding to pilot-aided and nonpilot-aided systems are shown (the l¥er A-SISO and A-SODEM configurations (the best performance for
due to pilot insertion is-101og,,(R,) = 0.51 dB). In each case, curves for SING receivers was achieved fdr = 0). The loss due to pilot insertion is
threeE, /N, values are presented. Receivers employing external PLL, as weil0log,,(R.) = 0.27 dB. For comparison, the performance of CC with
as inner adaptive SISO’s are considered. adaptive hard-decision detection is presented.

trellises, i.e., no super-state-based A-SISO’s are examinedpkrformance even in the coherent case. At mediifivy (i.e.,
all simulations presented here, the initial forward and backwatdb dB) the trade-off is reversed, generating a two- to three-fold
phase estimates are assumed ideal. The motivation for this advantage of the pilot-aided system over the nonpilot-aided
sumption is that a sufficiently long initial and final training seone in terms ofB.,. This behavior is attributed to the fact that
quence can be attached in the s¥ée€odeword providing accu- the former system is able to maintain phase lock for wider
rate initial phase estimates, with insignificant SNR Ibd¢éote loop bandwidths. Finally, at larg&, /N, values (i.e., 2 dB),
that interpolation between phase estimates obtained using ttie superiority of the pilot-aided system is even more evident,
Ng-separated pilot symbols was found to perform poorly undgiving rise to as much as five to seven times increasgdg
all operational scenarios presented. and achieving even lower BER. The above comparisons raise
In Fig. 5 the BER is plotted versus the loop bandwifithy for  the issue of proper selection of the system paran{@igrV,).
the case of the true phase process being static= 0). Alarge Our design procedure is initiated by setting a target BER and
value of B,,, suggests the ability to track larger phase dynamic®, region. A search procedure is then followed, in the process
The comparison of EXT and A-SISO-MULT curves leads to difef which, E,/Ny, and N, are gradually increased until the
ferent conclusions depending on the bandwidth range: In the Itavget (BERB.,) pair is reached. Regarding the selection of
loop-bandwidth rangeH., < 10~3) the two receivers perform N, it should be smaller than the average time-to-slip or else
almost identically, approaching the perfect-CSl performandie performance will be dominated by cycle slips.
thus the EXT receiver suffices. For medium and high loop-band-Fig. 6 shows a comparison of the SCCC system with the max-
width (B., > 1072) a clear advantage of the A-SISO-MULTimal free distance, rate/2, 128-state CC [24] p. 493], in the
can be observed over the EXT receiver. In particular, the simore realistic scenario that includes phase dynamics. The CC
ulations show that with the proposed algorithm the PLL bandutput is mapped on a quadrature phase-shift keying (QPSK) al-
width can be increased two to three times. phabet resulting in a ratg = 1 (bits per channel use) code (no
Regarding the comparison between pilot-aided and nagpitot symbols are used). MLSD is performed using the Viterbi
pilot-aided, the basic trade-off is controlled by the parametalgorithm (VA) in the coherent case, while two adaptive receiver
N, (for fixed NVy): by increasingV,, better tracking is possible, structures are considered. The first is the conventional adap-
while the symbol energy¥; is reduced as reflected in (5). Intive-MLSD (CA-MLSD) receiver of [17], consisting of a single
the one extreme, no pilots are introdu¢ed = 0), resulting in DD-PLL driven by delayed tentative decisions from the VA, and
high probability of cycle slipping at moderate phase dynamiche second is a PSP-based [14] receiver consisting of a VA with
In the other extreméR, < 1), the pilot insertion loss nullifies 128 DD-PLL's driven with zero-delay decisions. Simulations
any performance gain due to the improved phase estimatere run foro, = 2° and B., was optimized for eaclt; /N,
Two practical cases are shown in Fig. 5: nonpilot-aided amdlue. Examining the CC performance curves, the following ob-
(N, Ng) = (32,256) pilot-aided transmission. At low, /N,  servations can be made. With perfect CSI, a BER®f> is
(i.e., 1 dB) the nonpilot-aided system is superior, since tlehieved atF, /Ny = 3.75 dB. The PSP-based receiver oper-
pilot insertion loss is-10log;, B = 0.51 dB, reducing the ates at this BER with a loss of 0.4 dB, while the the CA-MLSD
effective £, /Ny to 1 — 0.51 = 0.49 dB, which results in poor receiver performs poorly resulting in a BER of 10at 4 dB.
. _ . . - The design procedure outlined in the previous paragraphs
For a nominalE, /Nq = 1 dB andN = 16 384, the standard deviation of .
the initial phase error can be made less than @ih only a loss in the effective was followed for the selection ofV; for the SCCC case.
E, /N, of 0.04 dB. Simulation trials not shown here suggested that a reasonable
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pair is (N;, Ny) = (16,256) for a target BER ofl0—> and a was the basis for the original turbo code, can be achieved by
phase process generated as in (7) with = 2°. Observing transmitting the systematic bif,, together with the coded bits
the SCCC curves in Fig. 6 we conclude that A-SISO-MULE" or ¢{?) after alternate puncturing.

and A-SISO-SING(d = 0) perform identically (0.6 dB

away from the coherent case at a BERL6f>). This may be

attributed to the fact that the former corresponds to an FSMix = my (y;(tl),y;(f)) = {
of only 4 states. Therefore, there is no notable gain by using

four PLL's instead of one PLL. This is to be contrasted with

the 128-state CC case, where a large difference between WiereQPSK(:,-) maps the bits to the two-dimensional QPSK
CA-MLSD and PSP-based decoders is observed. A smgi@nal constellation (e.g., Gray mapping is used in the numerical
degradation of 0.2 dB (at a BER of 19) is observed when results presented herein).
binding is dropped in the A-SISO-SING-NB receiver. The _
A-SODEM-SS receiver has very similar performance with th: Receivers
A-SISO-MULT and A-SISO-SING-NB receivers, even though Since PCCC’s can be modeled as parallel concatenated
it corresponds to a single-state FSM, while the simplifieBSM’s, the iterative decoder shown in Fig. 2(b) can be applied
version A-SODEM-SS-FW, results in a performance loss oflhen perfect CSl is available. The A-SODEM-based receiver
dB (at a BER of 10°) compared to the best adaptive receiveiis shown in Fig. 2(c). All A-SODEM variants discussed earlier
considered. (i.e., A-SODEM-SS, S-SODEM-SS-FW, and EXT) can be used
Regarding the performance of the proposed adaptikierein unchanged. However, for the A-SISO-based receiver,
schemes, it can be noted that since the pilot insertion lossiriscontrast to the serially concatenated examples considered
—10log,o, R: = 0.27 dB, the actual loss due to the unknowrin Section Ill, the PCCC has the property that the outputs of
phase is only 0.33 dB (for the best adaptive scheme, i.bath FSM's are directly affected by the channel. Furthermore,
A-SISO-MULT/SING, at a BER of 10°). This means that if the outputs of the constituent FSM’'s are coupled via the
the state space is increased y using super-state-based AStishlinear mapping (8). This makes the substitution of the
but the pilot symbol structure remains fixed, the expectqubrfect-CSI SISO by an A-SISO insufficient for performing
performance gain is at most 0.33 dB. On the other hand, bglaptive iterative detection in this case. Thus, adaptive iterative
using super-state-based ASI's, it may be possible to achieletection for this PCCC application requires a method for
the same performance with less overhead due to pilot symba@saluating transition metrics and updating phase estimates for
with a potential gain of 0.6 dB. each A-SISO. In the following we discuss the options for doing
The comparison of the CC and SCCC curves clearly illuso and demonstrate one specific approach.
trates the importance of adaptive iterative detection. Under per-1) Metric Evaluation: Metric evaluation in A-SISO1 can be
fect CSl, the SCCC performs with a 2.7—dB gain over the staperformed by treating the output symbols corresponding to CC2
dard CC at BER of 16°. This gain vanishes when a PSP baseak nuisance parameters and averaging over them. For example,
MLSD receiver is used to decode CC and the EXT receivertise transition metric used in (14) for the recursion in SISO1 is
used for SCCC. By utilizing the more advanced A-SISO’s @valuated as
A-SODEM'’s proposed herein, together with pilot symbols, the
corresponding gain is 2.6 dB (at a BER of 19).

QPSK (a:k c§j>) . keven

)
QPSK (g:k cg”) . kodd

§(2)

Yi(t,8) = ST (in(t)) — log [Z P(y@)
IV. PCCC WITH CARRIER PHASE TRACKING

In a PCCC [3], a lengthV block of the original sequence X exp _Es
x3 iIs encoded by a rat&; CC, while an interleaved version Ny
of the input sequence is encoded by a second CC ofRate

giving rise to the coded symbqlél) andy,?), respectively. The = S, (in(t)) — Inin;(2> {_ log p(y(2))

output symbols;;,gl) andy,?) are then mapped—after possible
puncturing—to the symbolg, and transmitted over an AWGN + Es
channel which introduces phase uncertainty, modeled exactly as No

in the case of SCCC'’s. The observation equation is written aa/

12
2k — mk(out(t),y@))e’e‘ }]

2 — my(out(t), yP)e’®

} (10)

here all quantities are defined :(;153 in Appendix A. A reason-
D@\ e o, able choice for the probabilit 2)) is to use the most re-
= T (y,ﬂ )’y’(“ )> R ®) cent soft-informatiorll3 produceyzl(gy A)\-SISOZ. This is identical
. i i 1 @ to the operation of soft mapper (SOMAP) [5] in the case of per-
where the time-varying mapping. = ma(y; *,4,") 1S - fect CSI. The only difference is that the demodulator and the
plicitly shown. Pilot symbols are inserted in the transmltted.sg-OMAp are now integrated with the A-SISOL1, since a phase es-
quence in the same manner described in the previous sectiofimate is required for this operation. This solution is both simple
For concreteness, we consider the case Whé} = to implement, and compatible with the notion that SISO blocks
(zx ¢ consists of a systematic and a coded(it = 1/2), exchange information only in the form of soft metrics. A similar
y,(f) = c§f’> is a binary coded bitR, = 1) and g, belongs procedure can be followed for the evaluation of the transition
to a QPSK signal constellation. This signaling format, whichmetrics of A-SISO2.
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2) Parameter Estimate UpdateSeveral options are consid-
ered for updating the phase estimate in A-SISOL1.

Starting from the simplest solution, the channel update ir " £
A-SISOL1 is only performed for those time instaht$or which i
the symboly, is only a function oﬁ;,ﬁl) (k is even). The resulting 10° E
updates for thipuncturedDD-PLL (P-DD-PLL) become r

& 107 Perfect CSI —
~ L * B @ —>%— EXT E
ék: Or—1+AS {ZkQPSK (a:k, o ) e d "'*1} , keven [ ‘ : 4_::2{28:2%3?
g Fodd M ETTTR R | TG ASNOINGNR |
k—1, F —8— A-SODEM-SS-FW ]
(11) SR
105 e AAAAAA : ,,,,,,,,,, .
This approach can be used both, in multiple- and single-PLI ‘ e
A-SISO’s. The immediate consequence of this sort of channe 1°° 1 , \ ‘
4 5

update is a loss of the full tracking ability of the estimator (i.e.,
the effective loop bandwidth is halved). In addition, such an

approach is not a|Ways app”cab]e, since the mapmg ) _Fig. 7. BER versusE, /N, for PCC_C With phase dynamics and various
inner A-SISO and A-SODEM configurations (the best performance for

i i )
ma_y always be an eXplICIt function of the Symbﬁ as V_Ve”' SING receivers was achieved fdr = 0). The loss due to pilot insertion is
as in the case of nonpunctured codes. Furthermore, this methadlog,,(R.) = 0.27 dB. For comparison, the performance of CC with

cannot be used for A-SISO2, because the systematig,bins adaptive hard-decision detection is presented.

been punctured in the lower constituent code. As a result, the

update equation corresponding to (11) for A-SISO2 degeneragesi-DD-PLL. The rational behind this hybrid bootstrapping

to 8;, = 6i_1, which means no update at all. procedure is that in the first iteration, there are no soft (or hard)
In order for the DD-PLL (or DD-PLL's) to be updated fordecisions available for the symb@lg), which necessitates

every time instank, an estimaté.”, of ¢\?), is required whett  the use of a P-DD-PLL in A-SISOL1. After the activation of

is odd. The later can be determined by thresholding the most feSISO1, soft—and thus hard—decisions are available for

cent soft information of) available at the output of A-SISO2. 4., which enables the use of H-DD-PLL in A-SISO2. The ac-

The updates for this hard decision directed PLL (H-DD-PLL{jvation schedule for the iterative detector shown in Fig. 2(d), is
are given by described as follows: A-SISO1 (with P-DD-PLE} A-SISO2

(with H-DD-PLL) — A-SISO1 (with H-DD-PLL), etc.

Eb/No

. Y {szPSK (xk cﬁ))* e*ﬂ’k—l} . keven

B. Numerical Results

Or_1+)3 {ZkQPSK (xk, E;f))” e_jé’“*l} , kodd An overall rateR = 1 code is considered in this section, con-
(12a) structed by concatenating two identical 4-state CC's, and using a
sizeN = 16 384 pseudorandom interleaver. Both the systematic

Similarly, the updates for the H-DD-PLL in A-SISO2 are giver?nd the encoded bits are output from the first code, while only
the encoded bit is output from the second. The corresponding

by : :
generator matrices are given by
5o Bt {mrQpsic (21,67 ) e}, veven G.(D) = [1 1+ D? ()= 2
a 0 x =, (2) ¥ 7jék—1 . 1 o 1 D D2 2 o 1+D+D2
ot +AS {szPSK (xk 4 ) ¢ } , kodd YD+ 13

(12b) The output symbol is formed exactly as described in (9).
Furthermore, QPSK pilot symbols witlV,, N;) = (16, 256)
where;, andé," are hard decisions derived from the correare inserted. In Fig. 7, performance curves similar to those
sponding soft-decisions from A-SISO1. of Fig. 6 are presented. The conclusions are similar to
One can also designmixed-modePLL. Such a PLL—for the SCCC case, with the only difference being the slight
A-SISOl—operates in a decision directed mode in terms of thegradation of the A-SISO-SING and A-SISO-SING-NB
symboly? = (zc{"), while it effectively averages out thealgorithms over the A-SISO-MULT receivers. In addition, the
symbolc,f). We do not pursue this design further and direct the-SODEM-SS-FW performance is very close to the perfor-
reader to [25], where a simple PLL structure that operates ance of the A-SISO-based receivers, and the A-SODEM-SS
averaging equiprobable binary symbols is discussed. algorithm results in slightly better performance compared
In the following, transition metrics are evaluated by averagintg A-SISO’s. The later result might seem counterintuitive,
out the symbols corresponding to the other FSM as describdealvever we emphasize that the A-SODEM and the A-SISO are
in (10). In addition, a hybrid approach for phase tracking issed differently, so it is not the case of one replacing the other.
used. Specifically, A-SISO1 is run with the P-DD-PLL ofSpecifically, for the case using the A-SODEM, there is one
(11) on the initial iteration, and switches to the H-DD-PLL o A-SODEM and two nonadaptive SISO’s, while for the case
(12a) in the subsequent iterations, while A-SISO2 runs witksing the A-SISQO'’s, there is no SODEM or A-SODEM present.
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Furthermore, iterative detection is an approximation to trsociated with state;, = s are denoted by, (s) and g (s), re-
optimal solution, and the A-SISO and A-SODEM blocks arspectively. Similarly, the forward and backward phase estimates
approximations to the exact ASI algorithms developed in [1hssociated with state, = s are denoted b@k(s) andéz(s), re-

[2]. Inthis sense, there is no accurate way to predict the relatiggectively. The quantitieisi(t), ps(t), ns(¢), andout(#) denote
performance of these algorithms, other than simulation. ARe input, initial state, final state, and output, associated with
intuitive explanation might be that, unlike SCCC's, the A-SIS@ansitiont, respectively. In addition, the quantitym(t) =
based algorithms require several modifications (includingout(t)) denotes the constellation point associated with tran-
averaging over the unknown symbols of the other FSM) ition¢, wherem( - ) is the memoryless mapping from the output
order for the overall adaptive receiver to be operational, whilg the FSM to the constellation point. The transition metric as-

the A-SODEM based receiver is a very simple modification Qfpciated with transitiony, = ¢ and phase estimateis defined
the perfect-CSl iterative receiver. by (see [1] for details)

Itis observed that, as in the case of perfect CSlI, the quantita-
tive performance achieved using the SCCC and PCCC systems def E '
is very similar. Finally, simulations for the case of static phase  7x(t,0) = SIi(in(t)) + FS|Zk — sym(t)e’?|? (14)
revealed comparable performance with that shown in Fig. 5; 0

these results are not presented for brevity. whereSI;(x) is the available soft input on the input symbol

xzr = . In general,SI;(u) is the available soft input, and
SO(u) is the calculated soft output, respectively, for the
Iterative detection, based on ASI algorithms (i.e., A-SIS@eneric quantityt, = « (wherew, can be any ofcy, yx, Sk,
and A-SODEM) was presented in this paper. For the detemr+¢;). All operations are performed in tHeg domain with
tion of turbo codes (i.e., SCCC's and PCCC's) and phagige min* operator defined bymin*(z,y) < min(z,y) —

tracking for the practical scenarios examined, it was shown thak(1 + exp(—|z — y|)). Parameter update is performed by

pilot-symbol-assisted adaptive iterative detection is effectiyging the DD-PLL in (4), which is summarized in the function
for maintaining the near-Shannon-limit performance previousy;(, ). The binding term is defined as

demonstrated for known phase systems. Incorporating the esti-
mation process into the ID process gives advantages similar to Foder 1=X By o oo
those documented in adaptive hard decision literature, where ue’,6") = mmk’ - (15)

joint estimation and data detection is considered for an isolated

system (€.g., PSP-based phase tracking yields a factor of 2_%%re)\ is the PLL parameter in (4). We note that this last equa-

loop bandwidth extens!on fpr rellis ch_es). t'ﬁ)n is an approximation obtained intuitively by the framework
There are several directions remaining for future research. . . i o

: . in'[1]. The above equation provides additional insight on the

The effect of the code and signal selection on the performanr% e of the binding term: If the forward and backward channel

was not investigated. The fact that the SCCC is mapped onto an. 9 '

8PSK constellation presents an additional impediment for tﬁgtlmates corresp.ondlr?g t0a partlculqr sequence are not con-
phase estimator. It may be possible to construct a more effici te_nt, a penalty is palq by means of Increasing the sequence
SCCC using a QPSK constellation (e.g., by puncturing the oufBgtric. Furthgrmore, this penalty is amplified when tracking
and/or inner code). In fact, for a channel utilization of 1 bit pet'©Wly changing parameters €lose to 0).

channel use at lo&, / Ny, a QPSK constellation is adequate for

achieving capacity [26]. Also, potential further improvement fd®) Initialization:vVs = 0,..., N, — 1

the SCCC may be achieved by the development of rotationally ag(s) = 8,+1(s) = 0 (or according to the available

V. CONCLUSION

invariant—possibly multidimensional—inner codes. The use of information on the trellis boundaries)
such codes may alleviate the detrimental effects of cycle slip- 6_, (s) = initial forward phase estimate
ping, potentially enabling even wider loop bandwidths. 6%, (s) = initial backward phase estimate

The presentation of the last application, namely decoding of Forward recursiori’k = 0,....n
PCCC's with phase tracking, revealed that the concept of adap-ys = 0,..., N, — 1
tive iterative detection is broader than the concept of ASl al-  Metric update:
gorithms (A-SISO’s or A-SODEM'’s). Although practical re- a1 (s) = mint [ (ps(®)) + v (£, Br—1 (ps(£))]
ceivers were proposed based on the latter structures, the devel-parameter update:
opment of a general framework for adaptive iterative detection v — .o min,.. [au(ps(£)) + v (£, G 1 (ps(E))]
on arbitrary networks based on the theoretical framework devel- Gu(s) = F(Br_r(ps(t)), sym(t'))

oped in [6] is an area for future research. 2) Backward recursion?k = n,...,0

Vs =0,...,Ns — 1

APPENDIX Metric update: i
Br(s) = miny, [Bry1(ns(t)) + v (t, 6%, (ns(t
A. Multiple-Estimator A-SISO Algorithm (A-SISO-MULT) Pa’;;n)]eter uptdite":“( )4t Oy as(E))

In this Appendix, the multiple-estimator A-SISO algorithm t' = argming [Br41(ns(?)) + w(t, 051 (ns(t)))]
is described. The cumulative forward and backward metrics as- 65 (s) = f(65 , (ns(t')), sym(t'))
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3) Completion stagevk = 0,...,n Yt u
Yu=0,....,N,—1 (*) Extend channel estimate:
SOk (u) = oo 07 = f(6r—a 1,5ym(t))
Vi u Evaluate binding termi = 6(67,65%_ . ,)
(*) Extend channel estimate: SOx(u) = min"{SO(u), ar(ps(t))+
0/ = f(Or—1(ps(t)), sym(t)) Ye(t, Or—a—1) + Br41(ns(t)) + b}
Evaluate binding termi = b(6/, 9“2“(115(@)) Output extrinsic information:
SOx(u) = min*{SOx (w), ax (ps(t)) SOk (u) = SOk (u) — SIi(w)
F(t, Op—1(ps(t))) + Brr1(ns(t)) + b}
Output extrinsic information: C. Single-State A-SODEM Algorithm (A-SODEM-SS)

SO (u) = SOx(u) — Sl L . .
k() k() k() For this trivial FSM, it is true that; = y; = . The transi-

, ~ tion metric now can be written as
We note that stefy*) can be omitted and’ = 6.1 (ps(t))

can be used in evaluating the binding term. Y(t,8) = y(z,8) = Shi(x) + ff_f)m —m(z)R (16)

B. Single-Estimator A-SISO Algorithm (A-SISO-SING) The resulting algorithm is as follows

The single-estimator A-SISO algorithm is now described. In
this case, a single external forwa(éy) and backward6})
phase estimate is stored and updated for each#iribe quan- A - .
tity TSOr_a(y | 25) is a tentative soft output of the symbgl zb—l :_|r.1|t'|a.1I ;‘c:)rwird pZasr(]a estimate
based on the observatiefj and is evaluated as follows: attime _ “n+1 — initia ackward phase estimate
k a backward nonadaptive sum-product recursion is initiatetd, orward recur/serk =0,...,n
in the same way done in the BCJR (or SISO) algorithm. After Demodulater’ = arg min, yi(x, 6x—1)
d backward steps, the forward, backward and transition met- Parameter updaté;, = f(6p—1, m(z’))
rics are combined and marginalized to produce the tentative sfackward recursiorvk = n, ..., Qb
output. The quantitf'SOy4(y| 27") is defined and evaluated ~Demodulatex’ = argmin, vi(z, 6 )

0) Initialization:

similarly. Parameter updaté, = f(f7,,,m(z’))
3) Completion stageérk = 0,...,n
0) Initialization: Ve =0,...,Ny; -1 X X
Vs =0,...,N, — 1 (*) Extend channel estimaté! = f(6y_1, m(x))
ao(s) = Basi(s) = 0 (or according to the available Output extrinsic information: ) o
information on the trellis boundaries) SOk (x) = (E5)/(No)|zi — m(z)ei® =12 + b(67,6% ;)

f_1 = initial forward phase estimate
6>, = initial backward phase estimate
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